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the individual distance of M59 has been measured to be
14.9+ 0.4 Mpc (Mei et al.2007), and this distance has been
used in previous luminosity and mass estimates; our assumed
16.5Mpc will yield a 10% higher dynamical mass estimate
relative to the previous mass determinatfbiu et al. 2015,
while at 16.5 Mpc M59-UCD3 has a measudg = $14.8
(Sandoval et aR015. We adopt the conventional ddtion of
10.2 kpe ’ e é W(M_/L)dyn/(M/L_)*, which is the ratio betv_veen the
| e ynamically determmed totsd/ L and the stellai/ L inferred
. from stellar population modeling. Throughout this paper, we
' assume a Chabrier IMF for the stellar population models. The
metallicity of M59-UCD3 has been estimated to be near solar,
with [FdH] S0.01 and[ /Fe] 0.21 (Liu et al. 2015
Sandoval et al2015 Janz et al2016§ Villaume et al.2017).
M59-UCD3 ’ These values of near solar metallicity and moderate alpha-
(Ultracompact Dwarf) element enhancement are consistent with previously measured
: : high-mass UCDgEvstigneeva et al2007 Chilingarian &
Figure 1. M59/ M59-UCD3 system discussed in this paper. Here the main Mamon 2008 Firth et al.2009 Francis et al2012 Strader
image shows the Two Micron All Sky Survey Large Galaxy Atlas image et al.2013 Janz et al2016. All magnitudes are reported in the
(Jarrett et al2003. M59-UCD3 is outlined in the yellow box. The insetimage AB magnitude system. Furthermore, all magnitudes and colors

is a zoom-inHST image taken through the F814Wter on the WFC3 S :
instrument. We also outline another UCD in this system, M59cO, in blue. The have been extinction corrected usidgs7sw  0.100 and

red line connecting the UCD to the host galaxy shows the projected distance’Fs1aw = 0.052(Schla'y & Finkbeiner2011).

assuming that M59-UCD3 is at a distance of 16.5 Mpc. This paper is organized as follows: Sectibdiscusses the
data used for analysis, how we determined a densitylgyro

the canonical stellar population estimgida egan et al2005 and how the kinematics were modeled. In Sec3iare present

Dabringhausen et &008 Mieske et al2008 Taylor et al201Q our three dynamical modeling techniques and the results from

Frank et al.201% Strader et al2013. These results prompted each. Sectiod discusses the radi¥-ray observations of

suggestions of variations in the stellar initial mass fun¢tidf) UCDs and whether these observations can be used to infer the

of UCDs (top-heavy: Murray2009 Dabringhausen et a2009 presence or not of an accreting SMBH. In Seclove discuss
201Q bottom-heavy: Mieske & Kroupa008. Further explana-  the implications of the results and present our conclusions.
tions have suggested that these eleviltgds could be explained
by ongoing tidal strippingForbes et al2014 Janz et al2016,
or, as a relic of a massive progenitor galaxy in the tidal stripping 2. Data and Methods
scenario, a central massive black h@el) making up 10%- In this section we present the data and our reduction
15% of the total mas@Mieske et al2013. Supermassive black techniques. Sectio.1 discusses théiST images and our
holes(SMBHS9) have been commed in four UCDs with masses methods for deriving a mass model. Sectio explains the
M > 10’ M, ; three in the Virgo ClustefSeth et al2014 Ahn reduction of our GemihNIFS integral eld spectroscopy and
et al.2017, and one in the Fornax Clus{éfanasiev et aR018. the derivation of the kinematics.
A search for SMBHs in two lower-magd < 10" M) UCDs in
Centaurus A vyielded a nondetectigioggel et al. 2018.
However, Voggel et a2018 also showed that the dynamical-
to-stellatM/ Ls were overestimated in previous studies. The We obtained images of M59-UCD3 from tHSTGO Cycle
combination of this evidence still supports the idea that most23 program 14067PI: Ahn) with the Wide Field Camera 3
UCDs with apparently high dynamical-to-stellar mass ratios (WFC3) instrument, which has a pixel scale df0@ pixeP?.
(including a vast majority of UCDs above M), ) host SMBHS. Our data were taken through the F475W and F814iAfs.
Lower-mass UCDs may be the high-mass end of the GCThe exposure times in eachter were 1470 and 747 s for
distribution. This view would be consistent with the analysis of F475W and F814W, respectively.
the stripped nuclei contribution to UCDs ACDM simulations We derived a point-spread functig@SH for each lter
by Pfeffer et al(2014 2016. following the procedure outlined in previous studies
Despite the fact that all of the detected SMBHSs are found in(Evstigneeva et al2007 Ahn et al. 2017. To briey
massive (M > 10’'M,) UCDs, the most massive UCD summarize, we generated the distorted PSF with TinyTim
discovered to date, M59-UCD3Mx 2x 10° M, and placed these PSFs in an empty copy of theH&¥ at-
re 25pg, has been left out. This is in part due to its recent elded image at the location of our observed target. The
discovery(Liu et al.2015 Sandoval et aR015 and the lack of  distorted PSFs were then passed through MultiDrizzle using the
high-resolution imaging data needed for dynamical modeling.same parameters as were used for the data. This produces
Thus, M59-UCD3 serves as an important test of the idea thaimodel PSFs that are processed in the same way as the
the most massive UCDs host SMBHSs. In this paper we presenbriginal data.
the dynamical modeling techniques and results for M59-UCD3. The backgroundsky) level is traditionally determined from
An image of M59-UCD3 and its host galaxym59 = empty portions of the image. However, UCDs generally fall
NGC 462) is shown in Figurel. M59-UCD3 is located  within the stellar halo of their host galaxy. Therefore, the sky
10.2 kpc in projection from the center of M59, assuming an level is not uniform across the image. To account for this, we
average distance of 16.5 Mpc to the Virgo Cluster based onadded the MultiDrizzle level, subtracted by tHH8T reduction
surface brightnessuctuationgMei et al.2007). We note that  pipeline, back in and modeled the sky as a tilted plane. This

2.1. Imaging Data and Deriving a Mass Model
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Figure 3. Color pro le of M59-UCD3 shown as black diamonds. The error
bars are calculated from the uncertainty in our backgro{shg) level
determinations. The solid lines indicate the triple-component Sérsic nmedel
that have been convolved with th&ST PSF. Dashed lines show models that
are unconvolved. The colors represent whether the shape parameters of the

Sérsic proles were independergblack or xed (red and blug Blue lines

0.0 0.5 1.0 1.5 2.0 . indicate that the shape parameters of the F478& were held xed to the

Radius ["] best- t F814W Sérsic models, and red lines are vice versa. The unconvolved
xed models(red and blug provide a well-dened color for each Sérsic

Figure 2. Surface brightness prte of M59-UCD3 inHST F814W, which was component. Our default model is shown in red. Here the inner, middle, and
used for dynamical modeling. Black stars are data, cyan lines are convolvecuter colors are 1.26, 1.32, and 1.06 mag for our default model, respectively.
double-component Sérsic pte models, yellow lines are convolved triple-  See Sectior2.1 for a discussion on our choice of the default model.
component Sérsic prée models, the red line is the triple-component Sérsic
reconstructed prde, and green, blue, and purple lines are the individual Sérsic

components. The gray bands represent the uncertainty in our background sk i i Arci it
gﬁé?/&)?iir;a:;\%nbg;ro% rgzir?;als bgtween the data andtyconvolved rgodels ar%QAOS), ' :Egcg)\(lli r;?:&é?e)ﬁ'ﬁ:rstl'[?nzxs\/%nsegg)ﬁ (f ?rsl Ittl\(/)\/r(]) ?/\r/]ag)l/i,
similar to our previous studf§Ahn et al.201%. In short, we
tted while allowing all of the above parameters to vary,
was accomplished by masking all foregrolimackground henceforth referred to as thiee€’ t. The initial ts showed an
objects, including our UCD, in the image. The good pixels isophotal twist between the individual Sérsic pes. How-
(determined from the DQ extension of the imjagere then ever, the axis ratios of the outer plkes were nearly circular
weighted by their corresponding errors. Finally, a plane was(q 0.99. Furthermore, two of the three dynamical modeling
tted to the image to represent the sky level. The formaltechniques are restricted to axisymmetric potentials and thus do
uncertainties on the sky level determination in this methodnot allow for isophotal twists. To enable comparison between
are negligible. However, a clear systematic effect is seen in thasll three techniques, wexed the axis ratio of the outer pies
the mean value of the data minus sky model is offset from zeroto be perfectly circular andted the data again. Next, wéed
We regard this as indicative of the systematic uncertaintiesthe data while xing Re, n, PA, andq to the best-t model from
which are 0.86 counts in F475W and 1.38 counts in F814W. the other Iter, which we call the xed’ t. For example, the
We use these uncertainties for plotting purposes only in the xed F814W t contains all of the shape parameters from the
surface brightness prte (in Figure2 as gray bandsand color best-t FA75W model, where only the total magnitude is
pro le (in Figure3 as our error bars on the data varied. Since the only free parameter is the total magnitude,
To enable dynamical modeling of M59-UCD3, we needed to these ts provide a well-dened color for each Sérsic pre.
create a model to represent the Iluminosity and massThe Sérsic prdes used to create the default luminosity and
distribution. Typically, in compact objects such as UCDs, the mass models are shown in Fig@eand the parameters of the
mass is assumed to trace the ligght)., Mieske et ak013 Seth best-t models are shown in Table We chose the default
et al.2014. However, previous studies have found sigant model to be the xed F814W t (outlined in bold in Tablel)
color gradients in UCDs, suggesting multiple stellar popula- becausgl) of its ability to accurately reproduce the surface
tions (Chilingarian & Mamon2008 Evstigneeva et ak008 brightness prdle, (2) it clearly provides the best to the color
Ahn et al. 2017. Therefore, two-lter data are essential for pro le (discussed below and (3) it provides a well-dened
determining the most accurate luminosity and masslgsaf color for each Sérsic component. However, as discussed in
UCDs. The uncertainties in the luminosity and masslpro  Section 3.1, the choice of the luminosity and mass model
combinations are discussed in SecBah For now, we discuss  produces a minor effect on the results of the dynamical models.
the general procedure for determining our luminosity and mass The most massivéM > 10" M. ) UCDs have been found to
distributions. consist of two components: a dense central component, and a
The surface brightness pile was determined bytting the more diffuse extended component, as shown by the two-
data in each lter to a PSF-convolved, multiple-component component prole ts in previous studieéEvstigneeva et al.
Sérsic prole using the two-dimensionaltting algorithm, 2007, 2008 Chilingarian & Mamor2008 Strader et al2013
GALFIT (Peng et al2002. The parameters of the individual Ahn et al.2017 Voggel et al.2018 Afanasiev et al2018.
Sérsic proles that were tted include the total magnitude Shown in cyan in Figur®, a two-component Sérsic pte

3
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L0102 L B B N B model described in detail in Cappellari et €006. This
F _Default vodsl —— ] three-integral dynamical modeling technique is based on
Diffroction Limited PSF Model = = = = I Schwarzschild numerical orbit superposition method

(Schwarzschild1979, which has been shown to reproduce
kinematic observationgRichstone & Tremainel988 Rix
et al. 1997 van der Marel et all998. This method assumes
axisymmetry, which also requires the potential to not vary on
the timescale required to sample the density distribution of an
orbit. Since the orbital timescale within M59-UCD3 i&CP yr
(assuming our effective radius and integrated dispgrsidnile
the relaxation time is 10" yr and the orbital timescale of
M59-UCD3 around M59 is 10Pyr, the potential is unlikely to
vary during the orbital sampling period. The generality of this
method has allowed it to become the standard for determining
the mass of central BHs when high-resolution kinematic data
are availablde.g., Cappellari et a002 Verolme et al2002
Gebhardt et al2003 Valluri et al. 2005 Shapiro et al2006
van den Bosch et 82006 Nowak et al2007, 2008 Cappellari
et al.2009 Krajnovi et al.2009. However, the more general
approach, which allows for triaxial systems, is described in van
‘ ‘ den Bosch et ak2008 and discussed in Sectiéh3.
-0.5 0.0 . 0.5 The full details of this method are described in Cappellari
Radius [*] et al.(2000. In short, this method consists of four steps. First,
rigure_?ﬁ\&mscomspgﬂsciraﬁ blsltwe;‘n t%eg;ta, b(?sgefetuilt dJ_QM TOd?'(s%”% as with the JAM models, a stellar potential is created by
ine with May = . > Me, L =0.0%, and bestt ditiraction-imite deprojecting the mass model MGEs assuming an axisymmetric
PSF JAM mode{dashed line wittMgy = 6.3x 10°M,, I' = 0.63. Here we - . .
take an elongat((ad rectangular apeBr';ure one pixel wide along t:r?e semimajor axi§,hape find stellav/ L. S_econd’ a repre.sentatlve, dithered orbit
(red and the semiminor axi@lue). The semimajor axis has been offset by library is constructed with even sampling across the observable
10 km $* for visibility. sampling spacébased on the three integrals of motion and the
- : stellar potentidl Next, the orbits are projected onto the
solid line shows a mass model that was determined from the,pseryable space using sky positions and taking into account
color of the free Sérsic pree ts at the FWHM of each o kinematic PSF and apertu@ronoi bins, discussed in
Gaussian in the MGE. This variation was motivated by the ggcign2 ). Finally, the weights of each orbit are determined
uncertainty in determining our mass ple from the xed using a non-negative least-square awson & Hansorl974

Sérsic models. The dashed line shows our mass-follows-lighfand are co-added to reproduce the observed kinematics
model, which is equivalent to scaling all of the Sérsic For our models, we follow the approach outlined in

components by theux-weightedM/L (M/Lggiaws  2.47). Krainovi : . .
. ; i jnovi et al. (2009, with the only exception being that
This test was motivated by the bluer color of the outer for M59-UCD3 we do not assume that mass follows light. We

Cgrc:]rpogeﬂltét\i%wc;t (I:grUIgrarljgiib?rr?eu %(tac-)e?(?inczzlse%’crglgrreorpfgg'used our default model, described above, to construct the mass
Eom F(;ngnt is reddertﬁan the BruzuaI&Cha(mﬁloa models and luminosity proles. Here the mass MGE is used to
P calculate the orbit libraries. For these models, wed the

gsﬁéag'crgfj erS:(ztvr\:atZ:mgigﬁ)i?:i'[(ynglveH]g etl\sm%_n It we inclination angle to be 85 This choice was arbitrary, as the
1.9; this is closer tqbut still lower thz,am the inner-ggﬁ\ggnent inclination angle _has virtually no effect on_the mass of the BH
M/Ls, and thus the resulting mass peis intermediate ~2nd L (see Sectior8.1). We created a grid of the two free
betwéen our constaM/ L and default model/ Ls. Figure8 parametersMgy andI'. The orbit libraries are constructed for
shows that these mass model variations providgy eabc.?'\l/lBg aglan expr):.ec;ed“ and COI’ISIStdOf %l(a'?hx 7x 2
constraints within the 1 deviations from the default model, °2™P'& I un eféo(\gv I'(I:'h' are comrrl)oseh or di 8{350(35288 |
and therefore our results do not depend critically on the stellarC@PPellari et al200§ This means that there are 508,032 tota
orbits, of which 2352 are free to vary to optimize thelt is

population variations. bit lib ;
Finally, the cyan line represents a luminosity model variation N°t Nécessary to compute an orbit library for ev@y, T')

where we used the default mass model and PSF but the Originagombination because the orbit libraries can be scaled to match
xed F814W luminosity MGE. The luminosity model variation differentl’ Va'“()is- For our grid, we sampled By values

makes the least difference. This is expected since theP€tween 2 10°Me and 1.2x 10°M. and 47T values

luminosity model is only used to determine the center of eachPétween 0.43 and 0.89. The red contours in Figrehow the

kinematic bin and generate the observed kinematild. 1,2 ,and3 contour results fof andMgy. These contours
Figure 8 shows that our choice for the default model is Were calculated from the LOESS smoothed distribution.
reasonable given that all of the model variations fall within the Likewise, the best ts determined from the likelihood

3 error bars calculated from the default model likelihood. ~ distribution areMgy 2515 10M, andd = 0.67+
0.03 (1 uncertainties from the 16th and 84th percentiles

3.2. Axisymmetric Schwarzschild Models \?iVeCr;(r)]t;ltjk:at these models are consistent with no BH within the
We t the full line-of-sight velocity distributiofLOSVD) Figure10 also shows a similar size and overlap between the
using an axisymmetric Schwarzschild orbit superposition 1 uncertainties from the axisymmetric Schwarzschild models

90
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the axisymmetric limit but still allow for all possible orbits in a
triaxial potential. For the other two parametérsand Mgy, we
created a grid similar to the aywmsmetric Schwarzschild models
described above. We sampled &y values ranging from
55x 10°to 2x 10'M, and 62T values ranging from 0.43 to
1.04. The main results are shown as green contours in HiGure
Here the bestt I' = 0.75+ 0.06, and we nd that Mgy is
consistent with no BH.

There is a clear disagreement blgy between the JAM
modelg axisymmetric Schwarzschild models and these triaxial
Schwarzschild models. To attempt to resolve these differences,
we explored a wide range of tests for our triaxial models,
including tting only the inner higher/$N region, tting
sectors of the data, symmetrizing the kinematitsng only
the radial velocity and velocity dispersion, adding various
amounts of regularization, changing the total number of
integrated orbits, and varying the input models and PSFs. In
every test, thetting results remained consistent. However, we

Y tric Schw.
Triaxial Schw.

OS50 v v )

4x10° 6x10° 8x10°8 1x10’

Me [Mo)

Figure 10.Contour plots showing all three modeling techniques. Here the blue
contours represent the JAM models red contours are the axisymmetric
Schwarzschild models, and green contours are the triaxial Schwarzschild
models. The black crosses denote the BH mas$ arsdues used to make the
Vims COmparison plot shown in Figudel.

2x10°

(red contoursand the JAM modeléblue contours However,
we note that these are formal errors and are smaller for JAM
owing to the reduced freedom of the model.

3.3. Triaxial Schwarzschild Models

Finally, we also t the full LOSVD using the more general
triaxial Schwarzschild models and corresponding code
described in detail in van den Bosch et(2D08. This model
is also based on Schwarzschslshumerical orbit superposition
method(Schwarzschildl979 but is not restricted to axisym-
metry as described above. This method is implemented in a
series of steps, similar to those described in Se&tidrfirst,
the stellar potential is created by deprojecting the mass model
MGE, as described above. However, in the triaxial case, the
viewing angles must be provided, which parameterize the
intrinsic shape of the galaxgee Sectior® of van den Bosch
et al.2008. Second, the initial conditions for each orbit library
are found. These orbits must include all possible types of orbits
that the potential can suppdifthomas et al2004 van den
Bosch et al2008. Next, the orbits are integrated for ged
period of time, while storing the projected properties on a grid
for comparison with the data. These properties are convolved
with the same PSF as the kinematic observations. Finally, the
orbital weights are determined using a sparse quadratic
programming solver from the GALAHAD library, which is
capable of tting the kinematics in a least-squares sense while
also satisfying the mass constrai(@ould et al.2003.

note two interesting observations:

(1) The green contours shown in Figur@ show signi cant
Y2 differences in the model in the regidfigy < 2 x
10° M, . At these masses, the BH sphere oftience is
< 0”002, which is well below the diffraction limit of our
NIFS data. This is clearly unphysical, as the data cannot
possibly constrain BH masses in this low-mass regime
(i.e., the green contours are closed well below the
diffraction limit of our instrument We note that if
we ignore models withMgy < 3 x 10° the triaxial
model results become fully consistent with the JAM
model$ axisymmetric Schwarzschild models.

(2) We calculated they? value for each of the model
kinematic moments ang,,sindependently. These values
for two model BH masses are shown in Taslevhich
shows that the even kinematic moments and\thg
favor a high-mass BH. However, the overdlis clearly
being driven by the odd velocity moments, especially the
radial velocity. This is also unphysical, as the odd
moments are supposed to provide virtually no constraints
on the gravitational potential, as they have large freedom
to vary, at xed potential, to t the data. As discussed in
Section3.4, comparing thé&/,ns pro les of the bestt no
BH with a best-t Mgy 4 x 10°M. shows a sig-
ni cantly better t to the central pixels in the latter case.
These observations lead us to speculate that the minimum

2 at zero BH may be a numerical artifact and to favor the
results from the JAM and axisymmetric Schwarzschild
models of a detectable SMBH.

3.4. Summary of Dynamical Results
In summary, we detect a central massive BH with the JAM

dynamical models where the besMgy andI” are(5.9+ 1.1) x

For M59-UCD3, we provided an oblate axisymmetric shape by 10° M, and 0.64+ 0.02, respectively. With the axisymmetric

specifying the viewing anglds, f, ) = (85°, S49°99, 8399).
In the oblate limit, the model does not dependfpwhile  must
be 90, and represents the inclinatioangle. Therefore, our
model is nearly axisymmetric @rseen at an inclination angle of

Schwarzschild models wend the bestt Mgy
Me andT' = 0.67+ 0.03 (1 uncertainties Finally, with the

triaxial Schwarzschild models wend that the results are
consistent with no BH and’ = 0.75. However, the triaxial

2518 10

85°. The choice of the inclination angle was again arbitrary, but it models show a small region that overlaps with the 0AM
matches the axisymmetric Schwarzschild models. We sample@xisymmetric Schwarzschild models at thelével.

over all possible inclination anglend found consistent results.

Despite the variations in the dynamical modeling results, all

With this setup, the triaxial Sefarzcshild models are sampled in  of the models provide bettetts to theV,,s data with a BH

10
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Table 4
Calculations of Triaxial Schwarzschild Model Reducédndependently
Mgy (Me) r 2 Total LOSVD 2 Vel Only 2 Only 2 hg Only 2h, Only 2 Vims
10* 0.75 0.765 1.005 0.875 0.791 0.498 0.799
4x 10° 0.65 0.793 1.072 0.819 0.805 0.494 0.753
mass in the range @-6) x 10°M,. This is particularly true 85[

in the central pixels, as shown in Figure Here we show a
Vims Mmodel comparison for all of the dynamical modeling
techniques along the semimajor axis. The colored lines show
the JAM (blue), axisymmetric Schwarzschild modetd), and
triaxial Schwarzschild modedlgreen best-t parameters for
two hypotheticalMgy, I' combinations, shown as crosses in
Figure 10. In this case, we show aflgy 4 % 10° M, with — L
I = 0.67 as solid lines anMlgy  10°M. with I' = 0.74 as T, 70k
dashed lines. It is clear from this comparison plot that the high- € i
mass BH is favored in the,,s pro le for all of the dynamical X,
modeling techniques, especially near the center, where we ¢ g5 I
expect that the effects of a central massive BH are the most > [
signi cant. i
The results of the dynamical modeling techniques show that 60
we cannot constrain the lower limit of the mass of a central
massive BH. However, the bettds to the centrd¥,spro les [
provide evidence in favor of a detectable BH mass. 557
Furthermore, the JAM and axisymmetric Schwarzschild
models are nearly consistent at the l&vel. By combining
the 1 con dence levels of the JAM and axisymmteric '
Schwarzschild models, we suggest that the BH mass in M59- -0.5 (.)'O " 0-5
UCD3isMgy 4.2 23 10 M, . Thiscestimate is based on Rodius ["]
the average of the best-JAM and axisymmetric Schwarzs- Figure ]:l.l__%lack points show a rectangular aperture glong the semimajor axis.
child models, where the uncertainties from each model were"® S(g:'l?e)'y'”aisis;?]‘q’;?;‘fg;Cm:i:h”ldoem"ga;;’ with 1= Q.07 for the
added in quadrature. We do the same for the Destlue to child model(green. The dashed line represents 20* Mg BH with T' = 0.74
L S O o o L e e o mainations are no the bedimode iom any o e cymamical modess. This
M{Zﬁrﬁ;llf;v S\Y/g nolt.eetlhat ?hllsostrllj?jc:/ﬁl/sl_\{cf y(;ur kzﬁz\?v|ed(g)él,7tm ° CBZOicC)ﬁl;S_ arbitrary and is for visual comparison between a low- and high-mass
time that a direct comparison has been made between these
th_ree dyr_lamigal modeling codes: As noted at the beginning of 4. Radio and X-Ray Observations of UCDs
this section, in general, comparisons of JAM and Schwarzs-
child modeling have found consistent results. One interesting An alternative method for inferring the presence of an
recent study by Leung et a{2018 has compared both SM.BH m_UCDs is via accretion, Wh|ch_ produces X-ray and
Schwarzschild and JAM models against circular velocities 'adio emission. X-ray emission alone is only suggestive, as
derived from molecular gas for 54 galaxies with CALIFA [0W-mass X-ray binarigd MXBs) are common in dense stellar

integral eld stellar kinematics. The study found that JAM and systems and can mimip the X-ray emission from a.IOW'
Schwarzschild recover consistent mass les without  UMinosity active galactic nucleuGN). However, radio
evidence for systematic biasg@gseir Figure D). However, it emission from LMXBs is not detectable at the distance of the

also found that the JAM recovers more reliable circular \a/:]rgg)Mgll_L'Jster and hence is a more secure indication of

velocities than the Schwarzschild models in the large-radii ("o consider the radio and X-ray emission from three
regime, where the gas velocities are more reli@gbigr Figure massive UCDs around the Virgo galaxies M59 and M6O:
8). Although the study was not specito SMBHS, it shows  \59c0  M59-UCD3. and M60-UCD1. which all have

that the reduced generality of the JAM method, with respect todynamical evidence for SMBHs. We note that no deep radio

Schwarzschilts, can lead to a more robust mass-f#0  gata exist for the other UCDs with evidence of SMBHS.
recovery from real observations. The lack ekibility could

be leading to a more robust result here too, especially if the ]

kinematic data include any outliers that are not well described 4.1. Radio

by their error bars. Finally, we note that despite the e obtained deep radio continuum data for M59 and M60
disagreement in the BH mass, the overall agreement betweeith the Karl G.Jansky Very Large ArrafVLA) as part of

the models is quite good; apart from the triaxial Schwarzschildprogram 15A-091(PI: Stradeyin 2015 February and March.
model Zminimum at zero BH mass, the catence regions of ~ All data were taken in B comuration and with C band

all three models overlap in bothand Mg. receivers in 3-bit mode, split into subbands centered at 5 and

80

75}

JAM
Axisymmetric Schw
Triaxial Schw

sol o
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There are two separate observations of N&®&ompassing
both M59-UCD3 and M59cpand six observations of M60
that cover M60-UCD1; these are summarized in TdbM/e
downloaded these observations from @&ndradata archive
and reprocessed them usiagao 4.9 andcalDB 4.7.6. We
used a 15 extraction radius around each source and measured
the background in a larger nearby source-free area before
normalizing the counts to the source extraction region size. We

Figure 12. VLA images of a 10 (800 pg box around three massive UCDs initially determined all counts in the 8:B0keV range for

with dynamical evidence for SMBHs: M59-UCD3, M59¢cO, and M60-UCD1. : e ;
The red plus signs mark the optical positions of the UCDs. M59cO has maximum sensitivity, but we report results in the-QfkeV

evidence for an associated radio source as discussed in the text, while Ms9f@nge for appropriate comparison (t)o thsezfundamentgl plane. For
UCD3 and M60-UCD1 are not detected in the VLA images. both galaxies we x Ny = 2 x 10?°°cm? (taking extinction

from Schlay & Finkbeiner (2011) and conversion from

7GHz, each with 2GHz of bandwidth. Four 1.75hr long Bahramian et al.(2015). All spectral extractions were
blocks were observed, and in each block observationsPerformed with CIAO taskspecextract, and spectral
alternated between the two targets, giving 3.5 hr of observa-@nalysis was done using Xspec 12.9(Amnaud 1996. We
tions (2.6 hr on sourceper galaxy. The data weragged and ~ @ssumed Wllms et a(2000 _abundances and Verner et al.
calibrated in AIPS using standard methods and then imaged1996 absorption cross sections. .
with Briggs robust weightingBriggs 1995. The subband data M59cO is not detected in the 2001 or 2008 observations.
were imaged separatefat central frequencies of 4.6 and Assuming a power law with( 1.5 in the 2001 data we
7.1GHz after agging and together, at a mean frequency of Nd_a 95% upper 030keV unabsorbed ux limit_of
5.8 GHz. The beam in the combined images/i8alx 1714,  <53x 10°%ergS’cm™?,  equivalent to Lyx< 1.7x

M59-UCD3 is not detected in the individual subbands or in 10°’erg$*. The shorter 2008 data are less constraining and
the combined image. The local rms noise in the region of M59-give a limit of Ly < 1.4x 10*erg$* using the same

UCD3 is 2.6 Jybeari®. Hence, we set a 3upper limit ~ assumptions. _

of 5.8GHz. M60-UCD1 is also undetected, with a local With a 0.5-10keV unabsorbed ux of 3.1 {7 q 10 *
rms of 2.4 Jybeam® and a corresponding upper limit of ergs*cm?, equivalent tdl.0 32 q 1F8ergS* (uncertain-
<7.2 Jybeami® (L < 1.17x 10*) at 5.8 GHz. In contrast, ties are at the 95% leyelUnsurprisingly, it is not detected in
we do detect M59cO in_the 4.6 GHz subband atia density the factor of 5 shorter 2008 data. In addition, it is located near
of 10.8+ 3.8 Jybeam' (L= 1.75x 1034)_ It is not a chip gap in the 2008 observations, which makes itdit to
detected in the 7.1 GHz image. The UCD is detecte@adia determine a valid upperux limit. Here we have assumed
with a J2000 position of(R.A., decl) = (12:41:55.334, Gehrels statistics for all of the upper lim{Gehrels1986.
+11:40:03.79, only 0”1 from the VLA position of the radio M60-UCD1 is detected in all six observations. The total
source in the 4.6 GHz imag®R.A., decl) = (12:41:55.331,  merged data set, representing 308 k€béndradata, is deep
+11:40:03.69. The astrometric match suggests that the enough to allow spectratting. After binning to 20 counts per
radio emission, while faint, is indeed real and associatedbin, we tthe spectrum to a power law in XSPEC using cstat, a

with M59¢cO. Here the luminosity is theux density in Jy x modi ed version of the Cash statis(otbash1979.24 The best-
10°°x 4 R x 5x 10° These are all given at 5 GHie., tting power-law index is( 1.8 o:%, consistent with the
assuming a ux density slope of = 0 ( af)). VLA mosaic I' = 1.5 value assumed. Hence, for consistency, we assume
images for these three UCDs are shown in Figixe I' = 1.5 for all the ux measurements for M60-UCDL1.

The individual unabsorbed @B0keV uxes for
M60-UCD1 range ovefl.8-7.5 x 10°®ergs*cm? (Ly =
4.2. X-Ray (0.6-2.4) x 10*®ergsY), depending on the epoch. The
o average ux is 3308 q10%Tergstcm?  (Lx
These UCDs have been studied in the X-rays usimgndra 7 1 03" 1#8erg $%). The individual and mergeduxes are
by several previous authorfLuo et al. 2013 Strader listed in Tables.

et al. 2013 Hou & Li 201§ Pandya et al2019, but we There is compelling evidence for X-ray variability of M60-
revisit this analysis to ensure consistency. All our results areycp1 put only at a single epochve of the six epochs are

consistent with these past studies. As noted in these previoussistent with the mearux. while one(ObsID 12978is 6
studies, the X-ray emission from UCDs can be explained bypigher compared to the meanx. Due to the shorter exposure
LMXBs. In fact, the number of X-ray sources falls short of a5 and smaller number of epochs for M59-UCD3 and

expectations based on GC X-ray sources, but SMBH emission\;59c0, we have no useful constraints on X-ray variability for
cannot be exclude@Hou & Li 2016 Pandya et al2016. these other sources.

Given that 16-10'M, SMBHs do seem to be present in
UCDs, if these are accreting at the typical Eddington ratios )
seen for early-type galaxi€Bpol/Leqd _ 10 & Ho 2009, we 4.3. Fundamental Plane of BH Accretion

would expect the UCDs to have detectable X-ray sources of e can combine X-ray and radio detections and nondetec-

10%°erg$'’. As discussed further in the next section, the tions described above with the dynamical BH mass estimates to
radio emission from LMXBs is much lower than that expected see whether these observations are consistent with the

for emission from SMBHSs, and thus a detection of both X-ray
and radio emission from a source would provide Strong 24 hypsy/ heasarc.gsfc.nasa.gamnadiixspe¢ manual
evidence for SMBH accretion. XSappendixStatistics.html
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