Objective Assessment of Listening Effort: Coregistration of Pupillometry and EEG
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Abstract
Listening to speech in noise is effortful, particularly for people with hearing impairment. While it is known that effort is related to a complex interplay between bottom-up and top-down processes, the cognitive and neurophysiological mechanisms contributing to effortful listening remain unknown. Therefore, a reliable physiological measure to assess effort remains elusive. This study aimed to determine whether pupil dilation and alpha power change, two physiological measures suggested to index listening effort, assess similar processes. Listening effort was manipulated by parametrically varying spectral resolution (16- and 6-channel noise vocoding) and speech reception thresholds (SRT; 50% and 80%) while 19 young, normal-hearing adults performed a speech recognition task in noise. Results of off-line sentence scoring showed discrepancies between the target SRTs and the true performance obtained during the speech recognition task. For example, in the SRT80% condition, participants scored an average of 64.7%. Participants’ true performance levels were therefore used for subsequent statistical modelling. Results showed that both measures appeared to be sensitive to changes in spectral resolution (channel vocoding), while pupil dilation only was also significantly related to their true performance levels (%) and task accuracy (i.e., whether the response was correctly or partially recalled). The two measures were not correlated, suggesting they each may reflect different cognitive processes involved in listening effort. This combination of findings contributes to a growing body of research aiming to develop an objective measure of listening effort.
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Listening to speech in noise is a complex and effortful task, requiring a dynamic interplay between bottom-up and top-down processing (Arlinger, Lunner, Lyxell, & Pichora-Fuller, 2009; Rönberg, Rudner, Föö, & Lunner, 2008; Zekveld, Heslenfeld, Festen, & Schoonhoven, 2006). Importantly, the effort required to listen to speech in noise is a commonly reported complaint in people with hearing impairment (Arlinger et al., 2009; Hawkins & Yacullo, 1984; Wouters & Berghe, 2001) that is not currently captured in standard clinical speech tests. Many factors may contribute to increased effort associated with listening to speech in noise, including age (Gosselin & Gagne, 2011; Larsby, Hällgren, Lyxell, & Arlinger, 2005; Tun, McCoy, & Wingfield, 2009) and cognitive influences such as working memory capacity and attention (Arlinger et al., 2009; Pichora-Fuller, 2006; Rudner, Lunner, Behrens, Thorén, & Rönberg, 2012).

The term “listening effort” has been defined as “the mental exertion required to attend to, and understand, an auditory message” (p. 2) and has been studied from multiple perspectives (see McGarrigle et al., 2014, for a
review). Adverse health effects of prolonged mental effort, particularly with an effort-reward imbalance (Kuper, Singh-Manoux, Siegrist, & Marmot, 2002; Siegrist, 1996), have been linked to fatigue (Mehta & Agnew, 2012), cardiovascular strain (Peters et al., 1998), and stress (Hua et al., 2014). For listening-related effort in particular, adults with hearing loss report increased incidence of fatigue (Hua, Anderzén-Carlsson, Widén, Möller, & Lyxell, 2015; Kramer, Kaptyn, & Houtgast, 2006; Pichora-Fuller, 2003), are absent from work more frequently (Kramer et al., 2006), take longer to recover after work (Nachtegaal et al., 2009), and may withdraw from society (Weinstein & Ventry, 1982). There is also evidence that children with hearing loss experience greater fatigue than their normal-hearing peers, in part due to the effort required to listen to their teacher and interact with classmates, typically in acoustically poor classroom environments (Hornsby, Werfel, Camarata, & Bess, 2014).

Yet despite these negative health and social consequences of effortful listening, a reliable objective measurement of listening effort remains elusive (Bernarding, Strauss, Hannemann, Seidler, & Corona-Strauss, 2013). Current speech perception assessments only provide a crude estimation of the limitations of hearing impairment and do not typically consider the cognitive influences related to effort (Schneider, Pichora-Fuller, & Daneman, 2010; Wingfield, Tun, & McCoy, 2005) and the combination of, or interactions between, age and cognitive factors (Pichora-Fuller & Singh, 2006). Simultaneous evaluation of listening effort during speech recognition in noise could increase sensitivity of these assessments and guide device selection and settings as well as rehabilitation strategies.

A wide range of methods and tools have been used to explore listening effort that may better reflect the cognitive challenges which individuals with hearing loss face in real-world environments. Such measures have included subjective ratings (scales and questionnaires), dual tasks (performance measures on one task while the difficulty of a concurrent task varies), and physiologic measures such as changes in brain oscillations, pupillometry, skin conductance, and cortisol levels (see McGarrigle et al., 2014, for a comprehensive review). At present, pupil dilation and electroencephalogram (EEG) are the most-cited physiological measures that have the clinical potential to assess listening effort due to their noninvasiveness, increasing portability and user-friendliness (Badcock et al., 2013; Mele & Federici, 2012), and ability to be used during standard clinical speech perception assessments.

Changes in the pupillary response, which is under the physiological control of the locus coeruleus-norepinephrine system (Gilzenrat, Nieuwenhuis, Jepma, & Cohen, 2010), have been argued to reflect increased processing load (Beatty & Wagoner, 1978; Granholm, Asarnow, Sarkin, & Dykes, 1996). Pupil size has been shown to be larger during sentence encoding when performance levels are low (e.g., 50% speech reception threshold [SRT]) in comparison to higher performance levels (e.g., 84% SRT; Koelwijn, Zekveld, Festen, Rönberg, & Kramer, 2012; Kramer, Kaptyn, Festen, & Kuik, 1997; Zekveld, Festen, & Kramer, 2014; Zekveld, Heslenfeld, Johnsrude, Versfeld, & Kramer, 2014; Zekveld & Kramer, 2014; Zekveld, Kramer, & Festen, 2010). In addition to varying signal-to-noise ratios (SNRs) and SRTs, other speech stimuli manipulations have been shown to affect pupil dilation. For example, pupil size is larger when listening to speech in single-talkers than in fluctuating noise (Koelewijn et al., 2014; Koelwijn, Zekveld, Festen, Rönberg, et al., 2012) or stationary noise (Koelewijn, Zekveld, Festen, & Kramer, 2012), or when the masking speech is the same gender as the speech signal (Zekveld, Rudner, Kramer, Lyzenga, & Rönberg, 2014). Changing the complexity of the task through linguistic manipulation such as lexical competition (Kuchinsky et al., 2013) and sentence difficulty also increases the pupil size in the more linguistically challenging conditions (Piquado, Isaacowitz, & Wingfield, 2010; Wendt, Dau, & Hjortkjær, 2016). Degrading the spectral resolution of a speech stimulus through channel vocoding also increases pupil size (Winn, Edwards, & Litovsky, 2015). Collectively, these studies suggest that the pupillary response changes with task difficulty, which may reflect the increased effort associated with more challenging tasks.

Changes in brain oscillations is another physiological measure that has shown systematic changes associated with a wide variety of cognitive processes (Başar, Başar-Eroğlu, Karakaş, & Schürrmann, 2001; Herrmann, Fründ, & Lenz, 2010; Klimesch, 1996, 1999, 2012; Ward, 2003). For example, enhancement in the alpha frequency band (8–12 Hz) has been observed using working memory tasks with various types of stimuli, including syllables (Leiberg, Lutzenberger, & Kaiser, 2006) and single words (Karrasch, Laine, Rapinoja, & Krause, 2004; Pesonen, Björnberg, Hämäläinen, & Krause, 2006). Obleser, Wöstmann, Hellbernd, Wilsch, and Maess (2012) proposed that acoustic degradation and working memory load may similarly affect alpha oscillations due to the greater allocation of working memory resources required to comprehend an acoustically degraded signal (Piquado et al., 2010; Rabbitt, 1968; Wingfield et al., 2005). When memory load and signal degradation were most challenging, they demonstrated that alpha enhancement was superadditive, suggesting that the same alpha network might index both. Similar findings have been replicated using different sources of acoustic degradation during a
digit or word comprehension task (Petersen, Wöstmann, Obleser, Stenfelt, & Lunner, 2015; Wöstmann, Herrmann, Wilsch, & Obleser, 2015; cf. Strauß, Wöstmann, & Obleser, 2014, for review).

In our previous study (McMahon et al., 2016), we examined the changes in alpha power and pupil dilation during a speech recognition in noise task using noise-vocoded sentences (16 and 6 channels) and a four-talker babble-noise varying from −7 dB to +7 dB SNR. This demonstrated that the change in alpha power significantly declined with increasing SNRs for 16-channel vocoded sentences but remained relatively unchanged for 6-channel sentences. Pupil dilation showed a similar negative linear correlation for 16-channel vocoded sentences, which also was not observed for 6-channel vocoded sentences (instead showing a strong cubic relationship with SNR). Finally, changes in pupil dilation and alpha power were not correlated. However, differences in performance may explain the lack of correlation, as fixed SNRs were used across all participants. As such, for the present study, performance levels were fixed using individually obtained 50% and 80% SRTs for both 16-channel and 6-channel vocoded sentences. The signal-to-noise ratio was modulated to achieve these performance levels (and were therefore different across the participants). Manipulating two types of acoustic degradation approximately simulates listening in noise with a cochlear implant (Friesen, Shannon, Baskent, & Wing, 2001) and is relevant if objective measures of listening effort are to be applied in a clinical setting.

Alpha power and pupil dilation have both been proposed to be objective measures of listening effort with the possibility of implementation into clinical practice. Gaining a better understanding of how these physiological measures respond to changes in task difficulty within a population with normal hearing and cognition is important in order to interpret its behavior within an older population with hearing loss. The current study aimed to determine how pupil dilation and alpha oscillations change when parametrically varying both spectral degradation (using 16-channel and 6-channel noise vocoding) and speech recognition performance. Simultaneous recordings of pupil dilation and alpha oscillations will determine whether the measures are associated and might enable insight into whether they index the same aspect of listening effort.

**Materials and Methods**

**Participants**

Twenty-seven normal-hearing monolingual English-speaking participants were recruited for the study. Two participants did not attend all testing sessions and were therefore excluded. As one of the main aims of this study was to assess whether EEG and pupil dilation correlated with each other, only participants who had 65% accepted trials in both measures were included (n = 19). Participants (12 women, 7 men) had a mean age of 27 years (SD = 4.28, range = 22–34 years). All had distortion-product otoacoustic emissions between 1 and 4 kHz, consistent with typical hearing or a mild sensorineural loss only and were right handed as assessed by The Edinburgh Inventory (Oldfield, 1971).

**Speech Materials and Background Noise**

Bamford–Kowal–Bench sentences adapted for Australian English (BKB-A; Bench & Doyle, 1979) were recorded by a native Australian-English female speaker. The sentences and background noise (fourtalker babble) were vocoded using custom MATLAB scripts, where the frequency range 50,000 Hz was divided into 6- or 16-logarithmically spaced channels. The amplitude envelope was then extracted by taking the absolute value from the Hilbert transform from each channel. The extracted envelope was used to modulate noise with the same frequency band. Each band of noise was then recombined to produce the noise vocoded sentences and background noise. The root mean square levels of the sentences and background noise were equalized in MATLAB after vocoding.

**Speech Reception Thresholds**

Automated adaptive speech-in-noise software developed by the National Acoustic Laboratories was used to obtain SRTs (see Keidser, Dillon, Mejia, & Nguyen, 2013, for a comprehensive review of the algorithm). The adaptive test has been validated with similar speech materials to the current study, with participants with normal hearing (n = 12) and hearing loss (n = 63), showing a standard deviation of 1.27 dB and 1.24 dB, respectively (Keidser et al., 2013). This suggests that the test results are reliable. The BKB-A sentences were presented at 65 dB Sound Pressure Level (SPL), and the background noise was adaptively adjusted to obtain the SRT. The adaptive procedure consisted of three phases. *Phase 1*: 5-dB steps until four sentences were completed, including one reversal, *Phase 2*: 2-dB steps until a minimum of four sentences were completed, and the phase’s standard error (SE) was 1 dB or below, and *Phase 3*: 1-dB steps until 16 sentences (from the end of Phase 2) were completed, with a SE of .80 or below. When the SE reached .80 or below, the test terminated and recorded the SNR.

A sound-attenuated room was used during the testing sessions, and the equipment was calibrated prior to each participant’s arrival. The speaker was positioned at 1 m and 0° azimuth from the participant. Participants were...
informed they would hear sentences in noise and were instructed to repeat back all of the words of the sentence they heard. Two SRTs (50% and 80%) for two vocoding conditions (16 and 6 channels) were collected, resulting in four conditions. Table 1 shows the mean and standard deviations of the SNRs for each SRT.

**Physiological Measures**

The pupil and EEG recordings were measured simultaneously during the speech recognition task in a sound-attenuated and magnetically shielded room. Each participant was assigned randomly to Block A or Block B. Each block contained 220 sentences divided into four conditions (6ch50%SRT, 6ch80%SRT, 16ch50% SRT, and 16ch80% SRT) in which the sentences were swapped in each block. For example, in Block A, a sentence presented in the 6ch50%SRT condition was presented in the 16ch80%SRT condition in Block B. Sentences were randomized during presentation. Each participant’s SNR obtained during the behavioral session was used to present the sentences in each of the conditions. The top panel of Figure 1 shows the presentation protocol. Participants were instructed to repeat the sentence at the offset of the noise. Responses were recorded using a voice recorder and video camera set up directly in front of them to capture their face during recording allowing more accurate scoring of their responses at a later time. The sentences were scored at the word level (using the standard BKB/A scoring criteria) by a native Australian-English speaker and the percentage correct was averaged for each condition.

<table>
<thead>
<tr>
<th>SRT %</th>
<th>50</th>
<th>6</th>
<th>16</th>
<th>80</th>
<th>6</th>
<th>16</th>
<th></th>
<th></th>
<th>50</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel vocoding</td>
<td>6</td>
<td>16</td>
<td>6</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>SNR dB</td>
<td>0.4 (1.7)</td>
<td>1.7 (1.4)</td>
<td>3.7 (1.9)</td>
<td>0.7 (1.7)</td>
<td>2.1 (2.4)</td>
<td>-0.7 (1.9)</td>
<td>-0.6 (2.0)</td>
<td>2.0 (2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True performance %</td>
<td>39.2 (16.5)</td>
<td>53.0 (15.8)</td>
<td>60.6 (15.0)</td>
<td>68.8 (13.5)</td>
<td>49.9 (19.0)</td>
<td>60.9 (16.6)</td>
<td>46.1 (17.4)</td>
<td>64.7 (14.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson's r</td>
<td>0.02 (0.14)</td>
<td>0.08 (0.20)</td>
<td>-0.04 (0.15)</td>
<td>-0.01 (0.17)</td>
<td>-0.01 (0.09)</td>
<td>0.03 (0.11)</td>
<td>0.06 (0.13)</td>
<td>-0.04 (0.08)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. SNR = signal-to-noise ratios; SRT = speech reception thresholds.

**Figure 1.** Average pupil size over time for all trials and participants, for 16- and 6-channel vocoding. The 0 s timepoint refers to the beginning of noise. All sentences finished at the 3.5 s timepoint. Shading represents ± 1 SE of the mean. The top panel represents the presentation protocol.
**Pupil Recording**

The right pupil was recorded using an SR Research Eyelink 1000 tower mount system at a 1,000 Hz sampling rate. Stimuli were presented through Experiment Builder software v1.10.1241. Prior to the task, the equipment was calibrated using a 9-point calibration grid on the screen. Pupil activity was recorded continuously until the experiment terminated. Off-line, single trials were processed with Dataviewer software (version 1.11.1) and compiled into single-trial pupil-diameter waveforms (−1 s to 5 s) for further processing and analyses using customized MATLAB scripts. Blink identification was determined on a trial-by-trial basis as pupil sample sizes smaller than three standard deviations below the mean pupil diameter. Trials containing more than 15% of the trial samples detected in blink were rejected. In the remaining accepted trials, linear interpolation was used to reduce lost samples and artifacts from blinks (Siegle, Ichikawa, & Steinhauer, 2008; Zekveld et al., 2010). Samples affected by blinks were interpolated from 66 ms preceding the onset of a blink to 132 ms following the offset of a blink. Data were smoothed using a 5-point moving average. Trials were then averaged across conditions for each participant. Regions of interest included baseline in noise (0–1 s) and the encoding period (2–6 s).

For each trial, relative percent change was calculated as maximum pupil size during encoding minus mean pupil size during baseline in noise, divided by the mean baseline in noise. This was then multiplied by 100 in order to report percent change from baseline. See Figure 1 for an example of the pupil response (shown in millimeters, not percent change) during the experiment.

**EEG Recording**

The continuous EEG was recorded with a 32-channel SynampsII Neuroscan amplifier. Thirty electrodes were positioned on the scalp in a standard 10 to 20 configuration (FP1 and FP2 were disabled as the participants rested their foreheads on the eyetracker support). The ground electrode was located between Fz and FPz electrodes. Electrical activity was recorded from both mastoids, with M1 set as the online reference. Ocular movement was recorded with bipolar electrodes placed at the outer canthi and above and below the left eye. Electrode impedances were kept below 5 kΩ. The signal from the scalp electrodes was amplified at 1,000 Hz, band-pass filtered between .01 and 100 Hz, and notch filtered online at 50 Hz.

Ocular artifact rejection was performed using Neuroscan software using a standard ocular reduction algorithm. Postprocessing was conducted in Fieldtrip-MATLAB (Oostenveld et al., 2011). The EEG data were epoched from −1 s to 5 s avoiding stimulus boundary artifacts caused by the filtering process. A two pass reversal Butterworth filter with cutoff frequencies of 0.5 Hz to 45 Hz was applied to remove any drifts and high frequency noise that might occur. Band-pass filtering was used instead of high-pass filtering as in Oleser et al. (2012). Trials containing a variance exceeding 300 μV² were removed from further analyses. Trials were then two-pass band-pass filtered between 8 and 12 Hz to extract the alpha oscillation. The absolute value of the alpha band was extracted from the parietal electrodes (P3, P4, and Pz) during the encoding period (1 s duration finishing 200 ms before the end of the sentence) and baseline in noise (300–800 ms after the noise onset) on a trial by trial basis. See Figure 2 for a time–frequency representation of the EEG activity.

For each trial, relative percent change was calculated as mean alpha power during encoding minus mean alpha power during baseline, divided by mean alpha power during baseline. This was then multiplied by 100 in order to report percent change from baseline.

**Statistical Methods**

As the range of absolute values was considerably different between pupil dilation and alpha power change, relative percent change from baseline was used for all statistical analyses in order to facilitate comparisons between the two measures.

All analyses were performed in R version 3.2.1 using the nlme package (Pinheiro, Bates, DebRoy, & Sarkar, 2014). Linear mixed-effects (LME) models with a random intercept for individual were used for all analyses to control for repeated measures over different levels of the factors on individuals. Models for pupil size and alpha power were first assessed by including interactions. If there was no significant interaction, the main effects model was presented. p Values less than .05 were considered significant for all analyses.

Four LME regression models were developed to determine the effects of the task parameters on pupil dilation and alpha power (see Table 2). The first model assessed the effect of SRT (50% and 80%) and vocoding (16 and 6 channels) on these measures. Variability in performance for the targeted SRTs existed within the physiological experiment, despite using a validated adaptive method in the behavioral session to obtain these SRTs. This was particularly evident for the 80% SRT, where participants’ true performance on the sentence recall task ranged from an average of 36 to 93% (see Table 2 True performance % for mean performance obtained for all conditions). To account for this variability, a second LME regression model was introduced, with true performance levels (i.e., individual speech recognition scores) and vocoding as predictor variables. A third LME model was developed to assess whether task accuracy influenced the measures. This was done because...
the reason for an incorrect or not recalled response is variable and generally unknown. For example, if a participant is inattentive during a trial and does not recall a sentence, the physiological response may be different compared with if the participant invested effort to hear a sentence that was too challenging to perceive. Removing incorrect or not recalled sentences may reduce variability in the measures. Therefore, only correct or partially recalled sentences were analyzed in the third model. Finally, a fourth model was constructed to assess whether changes in pupil size and alpha power were not merely due to changes in SNR (i.e., varying loudness across the conditions). Individual SNRs for each participant and condition were used in the model.

Table 2. Results for the Linear Mixed-Effects Models.

<table>
<thead>
<tr>
<th></th>
<th>Pupil size</th>
<th></th>
<th>p Value</th>
<th>Alpha power</th>
<th></th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>95% CI</td>
<td></td>
<td>Estimate</td>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td>Relative change in pupil/alpha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRT</td>
<td>0.045</td>
<td>[−0.773, 0.863]</td>
<td>.915</td>
<td>14.818</td>
<td>[−12.472, 42.108]</td>
<td>.287</td>
</tr>
<tr>
<td>Vocoding</td>
<td>1.491</td>
<td>[0.673, 2.308]</td>
<td>&lt;.001</td>
<td>−29.991</td>
<td>[−57.285, −2.696]</td>
<td>.031</td>
</tr>
<tr>
<td>Relative change in pupil/alpha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True performance</td>
<td>−0.046</td>
<td>[−0.072, −0.019]</td>
<td>&lt;.001</td>
<td>0.140</td>
<td>[−0.722, 1.001]</td>
<td>.751</td>
</tr>
<tr>
<td>Vocoding</td>
<td>0.986</td>
<td>[0.119, 1.852]</td>
<td>.026</td>
<td>−28.261</td>
<td>[−57.310, 0.788]</td>
<td>.057</td>
</tr>
<tr>
<td>Relative change in pupil/alpha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task accuracy</td>
<td>1.612</td>
<td>[0.676, 2.549]</td>
<td>&lt;.001</td>
<td>7.661</td>
<td>[−23.206, 38.528]</td>
<td>.626</td>
</tr>
<tr>
<td>Vocoding</td>
<td>1.571</td>
<td>[0.644, 2.499]</td>
<td>&lt;.001</td>
<td>−17.833</td>
<td>[−48.336, 12.670]</td>
<td>.252</td>
</tr>
<tr>
<td>Relative change in pupil/alpha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>0.018</td>
<td>[−0.153, 0.189]</td>
<td>.836</td>
<td>−3.460</td>
<td>[−9.112, 2.191]</td>
<td>.230</td>
</tr>
</tbody>
</table>

Note. Reference levels: 50% SRT, 16-channel vocoding, correct recall (task accuracy). True performance (i.e., the actual percentage of speech recognized during the physiological testing session) was modelled in addition to SRT, as off-line sentence scoring was shown to deviate from target SRTs. SRT = speech reception thresholds; CI = confidence interval; SNR = signal-to-noise ratios.
To account for repeated measures on individuals, correlations presented in the results section are the average of the correlation coefficients calculated for each participant (average of the 19 coefficients for each of the 8 conditions). As there were unequal trials across the pupil and alpha measures, only those trials that were accepted in both measures were used in the correlation analyses (n = 3,019).

**Results**

**SRT and Vocoding**

To determine the effect of SRT and vocoding on changes in pupil dilation or alpha power, LME regression models with SRT and vocoding as predictor variables were developed. For pupil dilation, there was no significant interaction term (p = .12). A main effects model indicated no effect of SRT (p = .91), and a significant effect of vocoding (p < .01) on pupil size, which was 1.49% larger in the 6-channel condition compared with the 16-channel condition. For alpha power, there was no significant interaction term (p = .62). A main effects model indicated no effect of SRT (p = .29), and a significant effect of vocoding (p = .03). Alpha power change was −30.0% lower in the 6-channel condition compared with the 16-channel condition. Figure 3 shows the mean of maximum pupil size and alpha power change relative to baseline.

**True Performance and Vocoding**

As previously discussed, the true performance obtained on the speech recognition task during the physiological testing session greatly differed from the targeted 50% and 80% SRTs (see Table 2). To determine whether this had any bearing on the physiological measures, LME regressions models with true performance (%) and vocoding as predictor variables were developed. For pupil dilation, there was no significant interaction term (p = .88). A main effects model indicated a significant effect of performance level (p < .01) and vocoding (p = .03). As performance levels increased (toward 100%), the pupil size decreased by −0.05%. For alpha power, a LME regression model with performance level and vocoding as predictor variables indicated there was no significant interaction term (p = .88). A main effects model indicated no effect of performance level (p = .75). The inclusion of the participants’ true performance level caused a loss of significance of channel vocoding (p = .06) in alpha power compared with the SRT and vocoding model. A likelihood ratio test suggested no benefit of including performance levels in the model (performance level and vocoding: log likelihood −24,869.65 vs. vocoding alone: log likelihood −24,869.79). Removing performance level indicated that vocoding was significant (p = .03). Alpha power was 29.9% greater in the 16-channel condition compared with 6-channel condition.

**Task Accuracy and Vocoding**

A LME model including task accuracy (partially correct versus correct sentence recall) and channel vocoding was developed. For pupil dilation, there was no significant interaction term (p = .38). A main effects model showed a significant effect of task accuracy (p < .01) and a
significant effect of vocoding ($p < .01$). Pupil size for partially correct sentence recall was 1.61% larger than correctly recalled sentences and 1.57% larger for 6-channel vocoded sentences compared with 16-channel vocoded sentences. For alpha power, there was no significant interaction term ($p = .17$). A main effects model showed no effect of task accuracy ($p = .63$) and no effect of vocoding ($p = .25$).

**SNR**

Finally, to determine whether SNR was influencing pupil size or alpha power, SNR was entered into an LME as a predictor variable, however this showed no significant effect on pupil size ($p = .84$) or alpha power ($p = .23$).

**Correlation Between Pupil Size and Alpha Power Change**

At the individual level, pupil size was not significantly correlated with alpha power change for any of the correlations ($n = 19$, $p > .05$ for all correlations; see Table 1 for means and $SD$s), including collapsing across all conditions ($n = 19$, mean $r = .01$, $SD = .08$, $p > .05$). Figure 4 shows individual Pearson’s $r$ coefficients for participants by vocoding.

To assess whether the lack of correlation between the measures may be due to intraindividual variability, intraclass correlations (ICC) were conducted. ICC estimates and their 95% confidence intervals were calculated using the ICC package in R (Wolak, Fairbairn, & Paulsen, 2012). To balance the data set for ICC, the minimum number of trials available per subject, per condition, was first determined ($n = 19$). The results of the ICC analysis show a weak-to-strong degree of reliability for the alpha measurements (Table 3) and a very high degree of intraindividual reliability for the pupil measurements (Table 4). Alpha power was more variable than the pupil dilation measure; however, even in the conditions where there was strong reliability across both measures (e.g., 16 channels), the two measures were not correlated (Table 1).

**Discussion**

The aim of this study was to examine the effects of increasing listening effort during a sentence recognition-in-noise task on pupil dilation and alpha power change. The second aim was to determine whether these physiological measures that were recorded simultaneously were correlated. This would suggest that each respond to the same aspect of listening effort which may, itself, comprise multiple components (see Pichora-Fuller et al., 2016 for review). Listening effort was manipulated by parametrically varying the spectral content of the signal using noise vocoding (16 and 6 channels) and

![Figure 4. Pearson’s $r$ correlation coefficients of pupil dilation and alpha power by participant and channel vocoding.](image)

**Table 3. Intraclass Correlation Coefficients (ICC) Assessing Intraindividual Reliability for Alpha Power.**

<table>
<thead>
<tr>
<th>SRT %</th>
<th>50</th>
<th>80</th>
<th>–</th>
<th>–</th>
<th>50</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel vocoding</td>
<td>6</td>
<td>16</td>
<td>6</td>
<td>16</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>ICC</td>
<td>.38</td>
<td>.63</td>
<td>.22</td>
<td>.49</td>
<td>.50</td>
<td>.76</td>
</tr>
<tr>
<td>$p$ Value</td>
<td>.055</td>
<td>&lt;.001</td>
<td>.198</td>
<td>.012</td>
<td>.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>95% CI</td>
<td>[−0.11, 0.72]</td>
<td>[0.34, 0.83]</td>
<td>[−0.40, 0.65]</td>
<td>[0.08, 0.77]</td>
<td>[0.12, 0.77]</td>
<td>[0.58, 0.89]</td>
</tr>
</tbody>
</table>

Note. SRT = speech reception thresholds; CI = confidence interval.
It was anticipated that the pupil would be sensitive to changes in SRT, with greater increases in pupil size expected in the more cognitively demanding 50% SRT condition compared with 80% SRT condition. Contrary to expectations, however, this was not the case. During the physiological session, the true performance levels obtained for each SRT varied substantially from the target SRTs of 50% and 80%. On average, the true performance difference was only 18.6% between conditions, compared with the target SRTs which differed by 30% (i.e., the performance difference between 50% and 80% SRT). It is therefore possible that the narrower range of the true performance contributed to the nonsignificant change in pupil dilation when modelling SRT.

Using SRTs is common practice to assess speech recognition in noise both clinically and for research purposes (Best, Keidser, Buchholz, & Freeston, 2015; Lunner, 2003; Smits & Festen, 2013). Numerous pupilometry studies have varied task difficulty by using an adaptive method to reach a desired SRT while recoding the pupil response. In the current study, each individual’s SNR was fixed during the physiological session in order to randomize stimuli presentation, as per Zekveld, Heslenfeld et al. (2014). To do this, participants’ SNRs for 50% and 80% SRT were obtained in a prior behavioral session (see Methods section). The adaptive test has been validated with similar speech materials for participants with normal hearing and hearing loss and showed less variability than the current study (Keidser et al., 2013). The higher variability in the current study may have resulted from spectrally degrading the sentence materials (i.e., noise vocoding) or the different application of the SRTs across test sessions. Further, given that the behavioral session was considerably shorter in duration than the physiological session, the discrepancy between true performance and the target SRTs across the two sessions may be influenced by the participants’ varying levels of motivation and fatigue between sessions. Irrespective of the cause of the variability, true performance levels were used in an alternative LME regression model, instead of the 50% and 80% SRTs.

Table 4. Intraclass Correlation Coefficients (ICC) Assessing Intraindividual Reliability for Pupil Dilation.

<table>
<thead>
<tr>
<th>SRT %</th>
<th>50</th>
<th>60</th>
<th>80</th>
<th>60</th>
<th>80</th>
<th>50</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC</td>
<td>.82</td>
<td>.84</td>
<td>.85</td>
<td>.85</td>
<td>.91</td>
<td>.92</td>
<td>.90</td>
</tr>
<tr>
<td>p Value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>95% CI</td>
<td>[.68, .92]</td>
<td>[.71, .93]</td>
<td>[.73, .93]</td>
<td>[.73, .93]</td>
<td>[.85, .96]</td>
<td>[.86, .96]</td>
<td>[.82, .95]</td>
</tr>
</tbody>
</table>

Note. SRT = speech reception thresholds; CI = confidence interval.
influencing the change in alpha power. In line with previous studies (Kramer et al., 1997; Zekveld et al., 2010), increasing performance significantly decreased pupil size. Moreover, consistent with Winn et al. (2015), decreasing the spectral quality of the signal elicited greater pupil dilation, even when accounting for individuals’ true performance, demonstrating that performance alone does not fully capture the effort required to process a spectrally degraded signal. This is particularly evident in studies showing that even when task accuracy is high (≈100%), continuing to degrade the spectral quality of the signal increases effort, as reflected in greater pupil size (Winn et al., 2015).

To further assess the relationship between the two physiological measures and task accuracy, only partially and correctly recalled sentences were examined. As incorrect sentence recall (or an absent response) could be due to many factors, including attention and misperception (Kuchinsky et al., 2013), they were excluded from the analysis. Pupil size was significantly larger in the 6-channel condition, and also for partially recalled sentences, however there was no significant interaction between the two effects. Therefore, while decreased spectral quality and partially recalled sentences appear to increase listening effort, when sentences are accurately recalled (correct response), there is no difference in listening effort between vocoding conditions, as indexed by pupil size. Unlike the pupil response, there was no difference in alpha power across the levels of task accuracy. This is in line with Obleser and colleagues (2012) who found task accuracy and alpha power were not correlated, although task accuracy was relatively high in their study (91–100%) and responses were either correct or incorrect. Removing the incorrect responses in the current study (n = 888), revealed that channel vocoding no longer appeared to influence alpha power. However, this is possibly due to the decreased statistical power when removing incorrectly recalled sentences.

Consistent with previous studies examining speech recognition in noise, pupil size and alpha power were not significantly correlated within individuals (McMahon et al., 2016). This lack of correlation has been similarly reported in the reading domain (Scharinger, Kammerer, & Gerjets, 2015). As speculated by McMahon et al. (2016), this may be due to attention mechanisms, such as individuals using different encoding and modifying strategies (cf., Power and Petersen, 2013), the measures themselves being under the control of different attentional networks (cf. Corbetta, Patel, & Shulman, 2008, for review of the different attention networks), or that each are encoding different aspects of listening effort.

Population parameters, such as age, hearing, and cognitive ability, may interact with the pupil and alpha response, which may explain some of the variability which exists in the current literature. For example, Petersen et al. (2015) found that alpha power breaks down in participants with moderate hearing loss when signal degradation and working memory capacity is at its most challenging level. Zekveld et al. (2011) have also demonstrated that the relationship between a smaller pupil response (which would reflect a decreased cognitive load) and increasing speech intelligibility was indeed weaker in people with hearing impairment. The pupil and alpha response when hearing is impeded either by internal acoustic degradation (such as a hearing loss) versus external acoustic degradation (such as presenting a degraded signal to individuals with or without hearing impairment) may therefore not be entirely comparable.

Limitations of the current study include confining the analyses of alpha power change to the parietal area. While majority of the studies outlined in this article found enhanced alpha activity in this location, it may be too restrictive given the added complexity of processing spectrally degraded sentences in noise. Furthermore, alpha band (8–12 Hz) may be too coarse, averaging two (or more) parallel processes. For example, 8 to 10 Hz is suggested to relate to attentional processes, while 10 to 12 Hz may be related to linguistic-type activity such as semantic processing (cf. Klimesch, 1999, 2012, for review), where each selectively synchronize or desynchronize based on the stimulus. Future studies may wish to consider whole-head analysis and narrow-band frequencies which may provide further insight into different aspects of listening effort.

Conclusion
Both changes in pupil dilation and alpha power have been suggested to index listening effort. Understanding how these measures behave, and interact, during simultaneous measurement provides insight into what aspects of listening effort they may each be encoding. This will go a long way toward disentangling the multifaceted nature of listening effort and will improve the prospect of using them to complement standard hearing assessments. Here, we began to address these issues in a young, normal-hearing population to better understand how they operate when sensory input is not compromised by hearing impairment, and cognition is robust. Both measures appeared to be sensitive to changes in spectral resolution, while pupil dilation provided further information about performance levels and task accuracy. Further, the measures were not correlated, suggesting they may be sensitive, or respond differently to, the different aspects of “mental exertion” that comprise listening effort.
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