Modeling fire and the terrestrial carbon balance
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FOur CO₂ concentration inversions and the Global Fire Emissions Database (GFED) versions 2.1 and 3 are used to provide benchmarks for climate-driven modeling of the global land-atmosphere CO₂ flux and the contribution of wildfire to this flux. The Land surface Processes and exchanges (LPX) model is introduced. LPX is based on the Lund-Potsdam-Jena Spread and Intensity of FIRE (LPJ-SPLITFIRE) model with amended fire probability calculations. LPX omits human ignition sources yet simulates many aspects of global fire adequately. It captures the major features of observed geographic pattern in burnt area and its seasonal timing and the unimodal relationship of burnt area to precipitation. It simulates features of geographic variation in the sign of the interannual correlations of burnt area with antecedent dryness and precipitation. It simulates well the interannual variability of the global total land-atmosphere CO₂ flux. There are differences among the global burnt area time series from GFED2.1, GFED3 and LPX, but some features are common to all. GFED3 fire CO₂ fluxes account for only about 1/3 of the variation in total CO₂ flux during 1997–2005. This relationship appears to be dominated by the strong climatic dependence of deforestation fires. The relationship of LPX-modeled fire CO₂ fluxes to total CO₂ fluxes is weak. Observed and modeled total CO₂ fluxes track the El Niño-Southern Oscillation (ENSO) closely; GFED3 burnt area and global fire CO₂ flux track the ENSO much less so. The GFED3 fire CO₂ flux-ENSO connection is most prominent for the El Niño of 1997–1998, which produced exceptional burning conditions in several regions, especially equatorial Asia. The sign of the observed relationship between ENSO and fire varies regionally, and LPX captures the broad features of this variation. These complexities underscore the need for process-based modeling to assess the consequences of global change for fire and its implications for the carbon cycle.


1. Introduction

Fire is a fundamental Earth System process that is incompletely understood, involves both vegetation and climatic processes, and challenges current observational and modeling capabilities [Bowman et al., 2009]. The dependence of fire on climate is a particular concern, given global warming and the threat already posed by large, uncontrollable fires to human health, property and life [Running, 2006; Bowman et al., 2009]. Increasing temperature is likely to increase the frequency and severity of wildfires in some regions, although precipitation increases may compensate in others; while in some regions, wildfire regimes may be exacerbated by drought [Kurz and Apps, 1999; Scholze et al., 2006; Krawchuk et al., 2009; Pechony and Shindell, 2010; Harrison et al., 2010]. Fire is also potentially important as a feedback in the climate system [Bowman et al., 2009]. If climate change globally favors more intense fire regimes, this would result in a net transfer of carbon from ecosystems to the atmosphere, contributing to positive climate-carbon cycle feedback [Cox et al., 2000; Friedlingstein et al., 2006].

[3] Quantitative analysis of fire-vegetation-climate interactions has been held back until recently by a lack of consistent global data sets on fire, and by the underdeveloped state of global fire modeling [Bowman et al., 2009]. Here we exploit the existence of a global source of quantitative burnt...
area data based on the remote sensing of fires [Giglio et al., 2010], and we build on the development of a process-based model for fire-vegetation interactions in a dynamic global vegetation model (DGVM) [Thonicke et al., 2010] that employs the Rothermel fire spread equations, widely used in operational fire modeling. We show that a fire-enabled DGVM can simulate many aspects of contemporary fire regimes, their seasonality and their relation to environment. We then use data and modeling together to analyze the variability of fire and its implications for the terrestrial carbon balance.

[4] It has been proposed [Langenfelds et al., 2002; Randerson et al., 2005; Patra et al., 2005; Nevison et al., 2008] that a large fraction of the interannual variability in the atmospheric growth rate of CO₂ is linked to biomass burning. We revisit this proposal, noting first that the evidence for it is limited. Langenfelds et al. [2002] based their conclusion on a 1992–1999 time series of atmospheric concentration measurements which showed correlation among the interannual variabilities of the growth rate of CO₂, the δ¹³C of CO₂, and concentrations of CO, H₂ and CH₄. Bousquet et al. [2006] also attributed a component of interannual variability in CH₄ concentration to biomass burning. However, CO was considered by Langenfelds et al. [2002] too short lived to provide a useful constraint while it was recognized that variations in δ¹³CO₂ could also arise from climatically forced variations in net ecosystem production (the balance of terrestrial photosynthesis and respiration). H₂ and CH₄ both have larger non-pyrolytic sources, which would also be expected to respond to climate independently of fire [Bousquet et al., 2006; Denman et al., 2007]. Patra et al. [2005, paragraph 1] asserted that “Comparison of inversion results with biogeochemical model simulations provide [sic] strong evidence that biomass burning ... constitutes the major component in land-atmosphere carbon flux anomalies,” but this statement is poorly supported; it appears to depend on the finding that one model lacking prognostic fire (Biome-BGC) underestimated the interannual variability of CO₂ flux. There could be alternative explanations.

[5] What is not in doubt is that the El Niño of 1997–1998 caused an additional flux of CO₂ and other combustion products into the atmosphere due to unprecedentedly extensive and long-lasting fires in equatorial Asia, augmented by an unusually high level of fire activity in several other regions including Central and South America and parts of the boreal zone. Total land-atmosphere CO₂ flux during this period was temporaroly increased by as much as 3 Pg C yr⁻¹ [e.g., Nevison et al., 2008]. Some early maximum estimates would have attributed most or all of this total CO₂ flux anomaly to the fires [e.g., Langenfelds et al., 2002; Page et al., 2002]. However, van der Werf et al. [2004] attributed only 2/3 of the anomaly (=2 Pg C yr⁻¹) to the fires, and more recent estimates by van der Werf et al. [2006, 2008a] attributed only 1/3 of the anomaly (=1 Pg C yr⁻¹) to the fires. These most recent estimates are similar to the minimum estimates of Langenfelds et al. [2002] and Page et al. [2002]. They are also consistent with the analysis of Schimel and Baker [2002] based on the regional CO₂ inversion of Gurney et al. [2002]. Randerson et al. [2005], using δ¹³CO₂ measurements, inferred that tropical C₃ vegetation (i.e., forest rather than grassland) was the main source of the additional CO₂ released. Here we examine the extent to which inferences based on the years around 1997–1998 are supported, over a longer period beginning in 1997 and extending forward through 2005. This is a period for which there are both time-varying climate data from the Climatic Research Unit (CRU) available to drive a process-based model, and remotely sensed global observations to which model outputs can be compared.

2. Methods

2.1. Data and Models: Overview

[6] As benchmarks for the space-time patterns of burnt area and fire CO₂ emissions, we use monthly data for 1997–2005 derived from the GFED3, the Global Fire Emissions Database version 3 [Giglio et al., 2010; van der Werf et al., 2010; http://www.faww/vui/∼gwerf/GFED/]. GFED3 burnt area is not a “pure” observational product as it depends on empirical modeling of the relationship between burnt area and underlying satellite observations. There are substantial differences among the available burnt area products [see, e.g., Giglio et al., 2010; Kloster et al., 2010], not least between GFED3 and its immediate precursor GFED2.1 [van der Werf et al., 2006; Giglio et al., 2010]. GFED2.1 has been used in several published analyses, most recently by Kloster et al. [2010]. The GFED fire CO₂ fluxes, like those simulated by LPX, are obtained via a biogeochemical model that calculates biomass and carbon allocation to different plant tissues, and therefore are one further step removed from observations. Nonetheless, the GFED3 data set represents the most comprehensive attempt to date to derive burnt area and pyrogenic fluxes from remote sensing data, and provides a suitable comparator for model results. GFED3 also includes a first attempt to partition fire CO₂ fluxes according to types of fire.

[7] As benchmarks for total land-atmosphere CO₂ fluxes we use the three CO₂ inversions (based on inversion of atmospheric transport models, guided by space-time patterns of measured CO₂ concentrations) [Bousquet et al., 2000; Rödenbeck et al., 2003; Baker et al., 2006] that were presented in the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report [Denman et al., 2007], and the more recent LSCE inversion [Chevallier et al., 2010] which has used a method similar to the method of Bousquet et al. [2000] to extend that analysis forward in time. Although these inversions resolve tropical and extratropical bands, we use only global fluxes, as being the most reliable output of the inversion process. There are potential errors associated with the separation of land and ocean fluxes, but these are relatively unimportant because the interannual variability of the combined land-atmosphere and ocean-atmosphere flux is dominated by the land-atmosphere component [Denman et al., 2007].

[8] Modeling provides an independent approach to estimating the fire and total land-atmosphere CO₂ fluxes. Fully prognostic modeling of fire and fire-vegetation interactions is a relatively new field, pioneered for DGVMs by Lenthin et al. [1998], Bachelet et al. [2001] and Thonicke et al. [2001], and now pursued by several climate modeling groups [Arora and Boer, 2005; Peichony and Shindell, 2009, 2010; Kloster et al., 2010]. Here we confront a state-of-the-art fire-enabled DGVM, the Land surface Processes and exchanges (LPX) model, with tests based on GFED3 and on the analysis of spatial patterns and interannual variability in burnt area as originally presented by van der Werf et al. [2008b]. We test the model’s ability to reproduce the
main features of interannual variability in the total land-atmosphere CO₂ flux [cf. McGuire et al., 2001; Peylin et al., 2005] as well as consistent and credible simulations of burnt area and the wildfire CO₂ flux.

### 2.2. Model Description

[9] The Land-surface Processes and exchanges (LPX) model is a development from the LPJ Spread and Intensity of FIRE (LPJ-SPITFIRE) model [Thonicke et al., 2010], which in turn is based on the Lund-Potsdam-Jena (LPJ) DGVM [Sitch et al., 2003; Gerten et al., 2004]. LPJ-SPITFIRE represents the influence of potential ignition rates, vegetation properties and weather conditions on biomass burning through explicit formulations of the probability of fires starting, their rate of spread, the amount of fuel combusted, and consequences for the mortality and regeneration of different plant functional types (PFTs). These processes are fully coupled with the simulation of vegetation dynamics and land-atmosphere exchanges of water and CO₂. In common with the MC-Fire DGVM [Lenihan et al., 1998; Bachelet et al., 2001], LPJ-SPITFIRE relies on a comprehensive implementation of the Rothermel [1972] fire spread equations, with the vegetation dynamics calculations providing the fuel bed properties that have to be specified in operational uses of Rothermel’s model. LPJ-SPITFIRE has been fully documented by Thonicke et al. [2010]. An evaluation of surface hydrology simulated by LPX is presented by Murray et al. [2011].

[10] Figure 1 summarizes the information flows in LPX, which follows the sharing key features of LPJ-SPITFIRE:

1. Ignitions are modeled by a deterministic approximation of a spatial Poisson process. The number of observed lightning flashes per unit area and time is multiplied by 0.030 to account for the proportion of observed flashes that reach the ground and the proportion of such flashes that has sufficient energy to start a fire [Latham and Schlieter, 1989; Latham and Williams, 2001; Rakov and Uman, 2003], yielding an expected number of “ignition events” per unit area and time.

2. The probability that an ignition event starts a fire is zero when the fuel load is below a threshold of 90 g C m⁻². Otherwise it rises from zero, at the moisture of extinction of the fuel, to unity at complete dryness. This probability is multiplied by the grid cell area, and the expected number of ignition events per unit area and time, to give a daily number of fires.

3. Litter production and decay follow the vegetation dynamics algorithms in LPJ [Sitch et al., 2003], with additional rules for the allocation of dead carbon to four size classes of fuel (following the standard classification into 1 h, 10 h, 100 h and 1000 h fuels) by different PFTs. The time designations refer to approximate e-folding times for equilibration of moisture content between fuel and air.

4. Daily precipitation is simulated based on monthly precipitation and fractional wet days using a simple weather generator [Gerten et al., 2004]. An index of litter moisture status is progressively reduced through consecutive dry days.

5. Litter drying is modeled as a first-order decay process with different rate constants for the fuel classes. The rate constants are modified by the current day’s value of the Nesterov Index, estimated from mean daily maximum and minimum temperatures. The total moisture status of the 1 h fuel also takes account of the amount and moisture content of live fuel (foliage of herbaceous PFTs), which depends on soil moisture and therefore generally declines less rapidly than that of the fine litter fraction. A scalar representing the moisture content of the composite fuel bed is calculated, based on the 1 h, 10 h, 100 h fuels, for use in calculating the probability of fire starts and the rate of fire spread.

6. The rate of fire spread is determined using the Rothermel [1972] equations, ignoring topographic effects. The rate of spread depends on wind speed and the moisture content, mineral content and physical properties of the fuel. Surface area to volume ratios and packing ratios differ among fuel classes. Fuel bulk densities also differ among PFTs.
7. The proportion of fuel consumed depends on fuel moisture status, following empirical equations which differ among the four fuel classes.

8. Fire intensity is calculated as the product of fuel heat content, proportion consumed, and rate of spread. Fires that fail to reach an intensity of 50 kW m\(^{-1}\) are suppressed.

9. Cambial damage and crown scorch are modeled separately, as independent causes of woody plant mortality. Cambial damage depends on fire intensity and duration in relation to bark thickness (a PFT-specific linear function of stem diameter). Crown scorch depends on flame height (a power function of fire intensity) in relation to canopy base height (a PFT-dependent proportion of total plant height).

10. Fire duration is a monotone function of burning conditions as expressed in the fire start probability. Fires are assumed to be elliptical, the ratio of long and short axes depending on wind speed (this relationship is different for woody and herbaceous PFTs, with intermediate shapes for mixtures). These assumptions allow calculation of the area burnt per fire.

11. The product of the number of fires and their area gives the daily burnt area, which is expressed as a fraction of grid cell area to yield the fractional area burnt.

12. Burnt area is assumed to be nonflammable until the following year.

In contrast with LPJ-SPTFIRE, LPX accounts only for fires started by lightning. The parameterization of human ignitions in LPJ-SPTFIRE has been removed. As a result, LPX does not simulate fires in vegetation (e.g., tropical moist forests) that would not normally burn unless ignited deliberately. Nevertheless, the model is capable of simulating the main features of the fire regime, even in areas where many fires are started by humans. This apparently paradoxical ability is consistent with evidence that human-set fires in naturally fire-prone regions tend to preempt, rather than augment, the natural fire regime [e.g., Keeley and Bond, 2001]. The removal of the human ignition function greatly simplifies the evaluation of the model, and eliminates its dependence on very poorly known relationships between human ignitions and population density.

LPX incorporates the following additional improvements over the corresponding process representations in LPJ-SPTFIRE:

1. The probability that an ignition event starts a fire in LPX includes a factor related to the fraction of wet days in each month:

\[
P_s = (1 - f_w)^\beta
\]

where \(f_w\) is the wet day fraction and \(\beta\) is a parameter (0 < \(\beta\) ≪ 1). Equation (1) reduces the effectiveness of ignition events in wet months, reflecting the association of lightning strikes with wet days within any given month. The use of monthly climatologies of lightning flashes, and monthly precipitation data, means that this association is not captured in the input data. A single global value of \(\beta = 0.001\) was selected by trial and error as giving the best fit to the observed seasonality of burnt area for a north–south transect across the Sahel. This approach allows LPX to simulate geographic patterns in the seasonality of burning with only one tuned parameter.

2. Drying of the composite fuel bed in LPX is calculated as

\[
\omega_0 = \left( \sum_{i=1}^{3} w_i/w_o \right) \exp(-\alpha_i NI)
\]

where \(\omega_0\) is the litter moisture scalar, the \(w_i\) are the masses of the 1 h, 10 h and 100 h fuels, \(w_o = \sum_{i=1}^{3} w_i\) the \(\alpha_i\) are rate constants (inversely proportional to the surface area to volume ratio of the fuel particles) for the three fuel classes, and NI is the current day’s Nesterov Index accumulated over the period since the most recent wet day. Equation (2) treats the moisture content of the fuel as a weighted average of the moisture contents of its constituent fuel classes. This is in contrast to LPJ-SPTFIRE, where the fuel is assumed to follow a drying curve with a single rate constant derived as a weighted average of the rate constants of the three fuel classes. The new formulation is more realistic as it allows different components of the fuel to dry at different rates.

3. Decomposition of the litter in LPX is calculated daily, rather than annually. This change was found to further improve the simulation of seasonal fire timing, especially in herbaceous or shrubby vegetation with predominant fine fuels.

2.3. Input Data

Monthly climatic input data for LPX (mean daily maximum and minimum temperatures, total precipitation, and fractional sunshine hours and wet days) on a global 0.5° grid were obtained from the Climatic Research Unit (CRU) TS2.1 and TS3.0 data sets (http://badc.nerc.ac.uk/browse/badc/cru) [Mitchell and Jones, 2005; T. Mitchell, personal communication 2008]. Monthly near-surface (10 m) wind speed data from 1948 onward were obtained from the National Centers for Environmental Prediction (NCEP) reanalysis data set (NOAA-CIRES Climate Diagnostics Center, Boulder, Colorado, http://www.cdc.noaa.gov/). These data were regridded from the NCEP 1.875° grid to the CRU grid using bilinear interpolation. Remotely sensed lightning flash data [see, e.g., Christian et al., 1989] were obtained from the High Resolution Monthly Climatology of lightning flashes from the Lightning Imaging Sensor–Optical Transient Detector (LIS/OTD) data set produced by H. J. Christian (http://gcmd.nasa.gov/records/GCMD_lohrmc.html) and made available by NASA. Monthly input data are converted within LPX to a pseudodiurnal time step by interpolation or, in the case of precipitation, using a weather generator [Gerten et al., 2004] based on monthly precipitation and the fraction of wet days each month (defined as the number of days per month with precipitation >0.1 mm [New et al., 2002]) to create pseudodiurnal values.

CO\(_2\) concentrations (one global value per year) were derived from a combination of ice core and atmospheric measurements from Mauna Loa and South Pole [Rayner et al., 2005] supplemented by data from NOAA-CMDL global averaged concentrations for the period from 1980 onward (http://www.esrl.noaa.gov/gmd/).
not consider the additional effect of landscape fragmentation on fire propagation.

2.4. Simulation Protocol

[31] A single LPX simulation was performed, following a sequence designed to ensure (within available data limitations, see Table 1) that simulated carbon pools do not suffer transient “shocks” and that their values for the recent observational period, during which direct atmospheric CO₂ measurements and remotely sensed fire data are available, are as free as possible from artifacts propagated from earlier times.

[32] During an initial spin-up period, CO₂ concentration and cropland areas were fixed at their 1850 levels. A stationary climate data set, preserving the character of the seasonal cycle and interannual climate variability, was constructed by repetition of detrended CRU and NCEP data for a recent (1948–2000) period. Detrending was used because the data for the observation period contain a warming signal. Repetition of these data without detrending would produce an undesirable “sawtooth” pattern in the spin-up. Detrending was performed separately for each grid cell, climate variable and month of the year, by subtracting a long-term trend estimated using locally weighted regression [Cleveland, 1993] to allow for nonlinearity. This approach is equivalent to the minimum roughness approach to smoothing nonstationary time series [Mann, 2004]. Individual curves were fitted using a smoothing window half width of 30 years, a linear local regression model, and two “robustness” iterations to downweight the influence of unusual data. The spin-up proceeded until the 50 year averages of all carbon pools were stable.

[33] The period 1851–1900 was simulated with CO₂ concentration and cropland areas varying from year to year, while continuing to use the detrended CRU and NCEP data. The period 1901–1947 was simulated with CO₂ concentration, cropland areas and climate (from CRU data) varying realistically from year to year, but with wind speed continuing to be specified using the detrended NCEP data for 1948–2000. The period 1948–2002 was simulated with CO₂ concentration, cropland areas and climate all varying according to data from year to year. The protocol for 1948–2002 was continued through 2003–2005 but with sunshine hours fixed at their 2002 values, as post-2002 values were not available. Sensitivity studies have shown that the effect of interannual variations in sunshine hours is small compared with the effects of interannual variations in temperature and precipitation, so the effect of this approximation is expected to be minor.

2.5. Statistical Analyses

[34] Reduced major axis (RMA) regression was used to relate anomalies (differences from the long-term mean) in simulated and “observed” (i.e., observationally based) quantities. RMA is appropriate because the “observed” quantities are partly modeled and so may also contain errors. By convention here, when comparing simulated and “observed” quantities, y is simulated and x is observed. Regression slopes larger or smaller than unity indicate that the simulation respectively overestimates or underestimates the amplitude of variability, while R² values indicate the extent of agreement between the temporal patterns regardless of amplitude.

[35] RMA regression was also used to compare fire CO₂ fluxes and total CO₂ fluxes. RMA is again the appropriate technique because there is no a priori reason to define one or the other variable as the predictand. By convention here, y is the fire flux and x is the total flux.

3. Results

3.1. Amount, Pattern and Seasonal Cycles of Burnt Area

[36] The multiyear (1997–2005) average global burnt area according to GFED3 is 3.80 Mm², or 2.8% of the total unglaciated land area. The simulated value according to LPX is somewhat less: 3.09 Mm², or 2.3%. Relative to GFED3, LPX underestimates burnt area in the tropics, overestimates burnt area in some midlatitude regions and underestimates burnt area in the northern high latitudes (Figure 2).

[37] The overall extent of disagreement between GFED3 and simulated burnt area is quantified by

\[ D_1 = \frac{\sum_{j=1}^{n} (f_j(\text{sim}) - f_j(\text{obs}))/|\sum_{j=1}^{n} f_j|} \]

where \( \sum_{j=1}^{n} \) denotes summation over land grid cells (numbered from 1 to n), \( A_j \) is the area of grid cell \( j \), and the \( f_j \) are the simulated (sim) and observed (obs) multiyear average burnt area fractions for grid cell \( j \) \((0 \leq D_1 \leq 1)\). Equation (3) represents the area-weighted average of a function for each grid cell that is the absolute value of the difference between observed and simulated fractional burnt area. The global value of \( D_1 \) obtained is 1.3% (i.e., the average error in burnt area is about half of the average burnt area). The model reproduces the main features of the geographic pattern of burnt area (Figure 2). It correctly locates the regions of maximum burnt area in the Sahel and southern Africa, southern South America, northern and...
Annual fractional burnt area (averaged over 1997–2005) (top) as simulated by LPX and (bottom) as shown by GFED3. The dominant pattern of fire season timing in the southern margin of Amazonia. This shortfall is to be expected because these are the principal regions that have been subject to fire-driven deforestation, which LPX does not attempt to model.

LPX reproduces well the observed spatial patterns in the average seasonal timing of the peak fire season (Figure 3). The agreement between simulated and observed fire season timing is quantified by

\[ D_2 = \left[ 1 - \left( \frac{\sum_{j=1}^{n} A_j \cos \theta_j}{\sum_{j=1}^{n} A_j} \right) \right] / 2 \]

where \( \theta_j \) is the angle between vectors representing the simulated and observed mean seasonal timing (in polar coordinates) of the area burnt \((0 \leq D_2 \leq 1)\). As both the burnt area data and model outputs are provided on a monthly basis, the mean (observed or simulated) timing for each grid cell is calculated as a weighted average of the angles corresponding to each of the 12 months. The form of equation (4) ensures that the contribution of each grid cell to the final value of \( D_2 \) is zero (the minimum) if the timing is identical, one half if the timing is off by 3 months in either direction, and one (the maximum) if the timing is off by 6 months. \( D_2 \) is then the area-weighted average of these contributions from all grid cells. The global value of \( D_2 \) obtained is 0.093, implying that the mean seasonal timings of simulated and observed burnt area on a grid cell basis differ by just over a month (36 days).

The dominant pattern of fire season timing in the northern hemisphere, as mapped by Carmona-Moreno et al. [2005] and seen in both GFED3 and LPX, is the transition between a tropical fire region with northern winter (dry) season dominance and an extratropical fire region with northern summer (warm) season dominance (Figure 3). The model also reproduces the later timing of fires in Mexico, India, Southeast Asia (toward the end of the dry season) and abrupt transition to earlier fires (beginning of the dry season) in the northernmost part of the Sahel, bordering the Sahara desert. This behavior occurs because the dominant herbaceous fuel dries more rapidly than the fuel generated by denser, woodier vegetation nearer the equator. The dominant observed and simulated pattern in the southern hemisphere is similar to that in the north (offset by 6 months), with a relatively abrupt transition from a tropical fire region with southern winter dominance to an extratropical fire region with southern summer dominance. In both hemispheres, the transition from tropical to extratropical patterns reflects the effect of precipitation seasonality (winter rainfall in Mediterranean-type climates contrasting with summer rainfall in tropical climates) reinforced by the fact that climatic conditions in high latitudes, also summer precipitation-dominated, are generally too cold to allow burning in winter. These spatial patterns appear to be a robust feature both of satellite-derived burnt area products, and of current models [Kloster et al., 2010].

### 3.2. Interannual Variability in Burnt Area

[40] Using Tropical Rainfall Measuring Mission (TRMM) data as the source of both precipitation data and fire counts, van der Werf et al. [2008b] showed that fire in the tropics and subtropics has a pronounced unimodal relationship with mean annual precipitation. The relationship is unimodal because fuel accumulation limits fire in dry climates (increasing precipitation implies higher productivity and so more fuel to burn), while fuel moisture limits fire in wet climates [van der Werf et al., 2008b; Archibald et al., 2009]. Figure 4 summarizes the observed and modeled relation-
ships between burnt area and mean annual precipitation for the global tropical/subtropical belt, but now using GFED3 burnt area and CRU precipitation to derive the observed relationships. GFED3 and LPX show the same general pattern, with a distinct maximum of burnt area around mean annual precipitation values of 1200 mm (GFED3) or 900 mm (LPX). Overall totals are less in LPX because it does not simulate the extent of fire in the deforestation zones of the tropics (Amazonia and equatorial Asia). This bias may also explain why the modal precipitation for fire as estimated by LPX is lower than that in GFED3.

The opposition of “fuel-limited” fire regimes in semi-arid climates and “moisture-limited” fire regimes in wetter climates has important consequences for interannual variability. van der Werf et al. [2008b] mapped the interannual correlations between fires and an index of fire season dryness, and between fires and total precipitation in the antecedent fuel accumulation season. We show patterns that are generally similar to those demonstrated by van der Werf et al. [2008b], but now using GFED3 burnt area (instead of active fire counts) and CRU precipitation data, and we compare these with the corresponding patterns simulated by LPX. Correlations are shown for burnt area against an index $I$, which is directly proportional to van der Werf et al.’s [2008b] “fire-driven deforestation potential” (FDP):

$$I = \sqrt{\sum_{i=1,8}(1 - P_i/100)}$$

where $P_i$ is the precipitation in month $i$ [mm] and $\sum^+$ denotes summation over nonnegative values. Summation is over the current fire season, defined as the 8 month period including the 3 months before the average peak fire month and the 4 months afterward (Figure 5, top). Correlations are also shown against total precipitation over the fuel accumulation season, defined as the 13 month period up to and including the average peak fire month (Figure 5, middle). GFED3 and LPX show spatial patterns in the sign of the correlations, and some similar features. Australia, for example, shows the signature of fuel limitation in the interior (positive correlation with rainfall, negative with FDP) contrasting with moisture limitation at grid cells in the far north and again in the south. Several “hot spots” of fuel-limited fire regimes are shown in the drier regions of southern Africa, most clearly in the map of correlations with precipitation (Figure 5, middle). Fuel limitation is shown along the northern fringe of the Sahel, and toward the Horn of Africa, most clearly in the map of correlations with FDP (Figure 5, top). These similarities are encouraging, although both observations and model results for these correlations show considerable patchiness in most regions.

Figure 5 (bottom) shows correlations between burnt area and the Southern Oscillation Index, SOI (http://www.bom.gov.au/climate/current/soihtm1.shtml). GFED3 and LPX show generally similar patterns in those regions where LPX simulates fires. The Sahel, eastern Brazil and parts of northern and interior Australia stand out as a regions where burnt area is
positively correlated with the SOI (i.e., burning is less in El Niño years). In southern Africa, by contrast, burning is more in El Niño years. A notable feature for GFED3 is the consistent negative correlation with SOI in Indonesia, but LPX simulates no fires there.

There are both differences and common features among the GFED2.1, GFED3 and LPX time series of burnt area (Figure 6). The peak in early 1998 followed by a decline is common to all three time series, but GFED3 does not show the trough in late 1999 and the peak in mid-2000 that are common to GFED2.1 and LPX. All three time series show low values by 2004, followed by a peak in 2005 and subsequent decline. Figure 6 also shows the time series of the SOI. Burnt area peaks shown in all time series for 1998 and 2005 correspond to El Niño events (large negative excursions of the SOI) and GFED3 shows similar correspondences continuing after 2005. However, SOI does not predict all features of any of the time series.

3.3. Variability of the Total CO₂ Flux

Figure 7 (top) shows the interannual variability of the total land-atmosphere CO₂ flux, calculated from atmospheric CO₂ concentrations using various methods and periods, and the same quantity simulated by LPX. This quantity represents the balance of terrestrial biosphere uptake of CO₂ via photosynthesis (gross primary production, GPP), and loss of CO₂ in autotrophic (plant) and heterotrophic (decomposer) respiration and in fires. The gross fluxes of GPP and total respiration are very large, around 120 Pg C yr⁻¹. These opposing fluxes are expected to be approximately balanced, because the respiring pools must adjust on a decadal time scale so that, for example, a long-term increase in GPP would be balanced by an increase in vegetation and soil carbon and thus an increase in total respiration. On the other hand, relatively small imbalances (including fire variations) associated with interannual climate variability could have a substantial impact on the total land-atmosphere flux, as is observed [Prentice et al., 2001; Denman et al., 2007].

Visual comparison of the observed and modeled total land-atmosphere CO₂ flux (Figure 7) shows that the model can reproduce approximately the correct amplitude and timing of peaks and troughs of the terrestrial carbon balance. Statistical comparisons of the 12 month running means have been made for the period of overlap of all four inversions (July 1988 to July 1998), yielding R² values of 0.64 (Bousquet), 0.63 (Rödenbeck), 0.53 (Baker) and 0.52 (LSCE), with RMA slopes of 1.14, 1.09, 0.96 and 1.23, respectively, indicating that both the amplitude and pattern of total CO₂ flux are well simulated within the uncertainties of the inversion methodology. Similar results are obtained when the comparison is made for annual totals based on “ENSO years” (July through June): R² values are 0.60 (Bousquet), 0.50 (Rödenbeck), 0.35 (Baker) and 0.44 (LSCE) with RMA slopes of 1.31, 1.30, 1.04 and 1.28, respectively. The model and the inversions reproduce the well-known relationship between positive land-atmosphere CO₂ flux anomalies and El Niño events.

3.4. Amount and Variability of the Fire CO₂ Flux

The global fire CO₂ flux simulated by LPX, averaged over 1997–2005, is 3.81 Pg C yr⁻¹. This is larger than the GFED3 estimate of 2.09 Pg C yr⁻¹ for the same period, and also exceeds a number of published estimates for various periods that lie in the range 1.7 to 2.5 Pg C yr⁻¹ [e.g., Thonicke et al., 2010; Kloster et al., 2010]. It is closer to the estimate of 3.65 Pg C yr⁻¹ (13.4 Pg CO₂ yr⁻¹) for total biomass combustion by Andreae and Merlet [2001], but this estimate is not directly comparable because it includes combustion sources not considered by LPX. It is also closer to the estimate of 3.53 Pg C yr⁻¹ by van der Werf et al. [2004], but this value has been downgraded in later work. Thus, although LPX simulates a global burnt area smaller than GFED3, the simulated fire CO₂ flux is greater than that estimated in GFED3 and a number of more recent studies, suggesting that LPX may be overestimating either above-ground biomass or combustion efficiencies in the forest ecosystems that contribute most to the global flux. There are nevertheless large uncertainties associated with all bottom-up estimates of the annual mean global fire CO₂ flux due to incomplete knowledge of both standing biomass and combustion efficiencies for fires in different ecosystems and weather conditions, and as yet, no established method to provide a top-down constraint on its value.

Interannual variability of the fire CO₂ flux is partially decoupled from interannual variability of burnt area [van der Werf et al., 2006] because a large part of the total burnt area is in vegetation with low biomass (grasslands, shrublands and savannas), whereas a disproportionate fraction of the global fire CO₂ flux derives from forest fires. GFED3 estimates of the fire flux are ultimately based on observations of fire and thereby include a component due to
deforestation fires that is lacking in LPX. The time series of global fire CO₂ flux from GFED3 (Figure 7, middle) is broadly similar to the time series of burnt area (Figure 6), but there are differences, for example, the maximum of burnt area in 2001 does not translate into a maximum in the fire CO₂ flux. Simulated interannual variability in the global fire CO₂ flux from LPX over the years 1997–2005 has a similar amplitude to and is positively correlated, although weakly, with interannual variability in the global fire CO₂ flux from GFED3 (R² = 0.09, y = 0.90x).

[48] Figure 7 allows comparison of simulated fire fluxes with the SOI (Figure 7, bottom), over the whole period shown for LPX, and over the more limited observation period of GFED3. In contrast with the simulated total CO₂ flux, the LPX simulated fire CO₂ flux is not significantly related to the SOI. Some El Niño events register as transient spikes in the LPX fire flux (e.g., 1993, 1997) but others do not. The GFED3 fire fluxes show a significant negative correlation with the SOI (R² = 0.24 based on ENSO years) and display a larger peak than LPX does in association with the 1997–1998 El Niño event, and also a minor peak in association with the 2002–2003 event. The GFED3 estimated fluxes from wildfire only, also shown in Figure 7, are not significantly correlated with the SOI.

3.5. Assessment of the Fire Contribution to Interannual Variability in the Carbon Cycle

[49] During the period 1997–2005, comparison of GFED3 with the Baker and LSCE inversions (Figure 7) shows that variability in the GFED3 fire CO₂ flux explains about 1/3 of the variability in total CO₂ flux (Baker: R² = 0.59, y = 0.36x, LSCE: R² = 0.44, y = 0.33x). This finding agrees with the assessment by van der Werf et al. [2006, 2008a] of the contribution of fire to the total CO₂ flux anomaly during 1997–1998. A comparison over the same interval for LPX yields numerically similar RMA regression slopes, but weak or nonexistent correlations (Baker: R² = 0.00, y = 0.41x, LSCE: R² = 0.07, y = 0.38x). The statistical relationship between the GFED3 fire CO₂ flux and the total CO₂ flux also becomes very much weaker (Baker: R² = 0.22, y = 0.28x, LSCE: R² = 0.18, y = 0.26x) if the emissions from equatorial Asia are removed from the GFED3 data set. LPX underestimates the burning “spike” shown in GFED3 during 1997–1998 and produces very little burning at all in equatorial Asia, whereas most burning as shown in GFED3 during this period is attributed to deforestation fires and peat fires taking place in equatorial Asia. The data show the dominant role of this region in determining both the relationship of recent global fire CO₂ flux variability to ENSO, and the global contribution of fire variability to the terrestrial carbon balance.

4. Discussion

[50] Because many fires are started, accidentally or deliberately, by people, studies of the role of fire in biogeochemical cycles have often assumed that most biomass burning is anthropogenic [Seiler and Crutzen, 1980; Crutzen and Zimmermann, 1991; Ito and Penner, 2005]. This assumption implies, incorrectly, that pre-Anthropocene biomass burning must have been an order of magnitude less than today. In reality, fire has been pervasive throughout the geological record of land plants [Scott, 2009], including the late Pleistocene ice ages in Europe, with no discernible difference in fire regimes before and after the arrival of modern humans [Danaiu et al., 2010a]. Fire has been continuously present since the last glacial maximum in both populated and unpopulated regions [Power et al., 2008]. Furthermore, biomass burning declined steeply in many regions coincident with the spread of European-style agriculture and grazing animals in the late 19th century [Savage and Sweeney, 1999; Mouillot and Field, 2005; Marlon et al., 2008; Pechony and Shindell, 2010] while spatially, burnt area today declines with human population density and other indicators of human footprint [Barbosa et al., 1999; Archibald et al., 2009]. The role of ignitions (whether human or natural) in present-day fire regimes is a complex topic requiring further analysis. However, there is strong evidence that fuel load and climatic conditions provide the first-order controls on burnt area [Archibald et al., 2009; Krawchuk et al., 2009]. Fires deliberately set near the climatic margin of flammability in moist tropical forests are the outstanding exception. Yet “deforestation fires,” roughly estimated to account for about 1/5 of the total annual fire CO₂ flux [Bowman et al., 2009; van der Werf et al., 2010], are tightly constrained by climate variability, because the meteorological “windows of opportunity” for burning in these areas are short [van der Werf et al., 2008a].

[51] The data-model comparisons presented here show that the LPX DGVM can simulate key observed features of the climate-dependent (spatial and temporal) variability of wildfire regimes and the total global land-atmosphere CO₂ flux, and make credible estimates of the contribution of wildfire to this flux. Model calibration was minimal: only the β parameter in equation (1) was calibrated against data, for a single region, yet the model generated a realistic global geographic pattern of fire seasonality using this one global value. Remaining deficiencies in the model include the systematic underestimation of burnt area in temperate and boreal forests; a likely overestimation of the total global CO₂ flux from fires (particularly taking into account that the model does not simulate deforestation fires); and a simplistic approach to the simulation of land use effects on fire, which may limit the model’s ability to reproduce relationships of the type shown in Figure 5 as well as its accuracy in simulating burnt area in managed landscapes.

[52] The model’s ability to mimic the major geographic patterns in the amount, seasonality and environmental pre-conditions of burning, despite neglecting human ignitions, is consistent with the idea that vegetation flammability and weather conditions (rather than ignition sources) are the first-order controls of fire regimes; and with the growing body of paleoecological and archeological evidence that fire regimes have been sensitive to climate, while not responding to major changes in human population or culture [Marlon et al., 2008, 2009; Danaiu et al., 2010a, 2010b; Harrison et al., 2010]. However, the omission of human ignitions also explains why the model fails to reproduce the observed biomass burning in moist tropical forests, and in particular it probably also explains why the model does not capture the full impact of the 1997–1998 fires on the terrestrial carbon balance. The relatively small tropical land area affected by deforestation assumes much greater importance for the fire CO₂ flux than it does for burnt area, because of the high aboveground carbon
content of moist tropical forests. The analysis of van der Werf et al. [2008a] indicates that the component of total CO₂ flux variability attributable to the climate dependence of global biomass burning would be relatively small, were it not for the strong dependence of anthropogenic fires on climate. Some of the differences in the time series of fire CO₂ fluxes from LPX and GFED3 may be attributed to the fact that the latter includes large fluxes from fires in equatorial Asia (and to a lesser extent Amazonia) that are believed to represent mainly opportunistic burning [Cochrane and Laurance, 2002; Fearnsdie, 2005; Page et al., 2009].

Numerous studies from Bacastow [1976] onward have pointed out the close link between interannual variability of the CO₂ growth rate and ENSO, with positive anomalies (i.e., reduced CO₂ uptake from the atmosphere) corresponding to El Niño events [e.g., Jones et al., 2001; Prentice et al., 2001; Denman et al., 2007]. This link is attributed to the response of the terrestrial biosphere to temperature variations. The striking exception to the pattern due to the Pinatubo eruption in 1991 [Lucht et al., 2002; Mercado et al., 2009] is also well established. The global environmental effects of the eruption more than canceled out the expected effect of the El Niño that occurred around the same time, producing a marked reduction in the observed atmospheric CO₂ growth rate during 1991–1992. These features are clear in the inversions, and in the LPX simulations, as shown in Figure 7.

Comparison of GFED3 time series of global burnt area (Figure 6) and fire CO₂ flux (Figure 7) with the SOI, however, shows weaker correspondences. A number of studies published in the years following the strong 1997–1998 El Niño event [e.g., Langenfelds et al., 2002; Page et al., 2002; van der Werf et al., 2004] drew attention to the combination of positive anomalies in both the total land-atmosphere CO₂ flux and multiple indicators of biomass burning, linked in time to the El Niño, and the decline of both features as it subsided. The analysis of Carmona-Moreno et al. [2005], using Advanced Very High Resolution Radiometer data to examine fire probability variations semiquantitatively from the early 1980s onward, showed a marked equatorward extension of tropical fires during the two strong El Niño events of 1982–1983 and 1997–1998. These findings have encouraged a perception that fire variability linked to ENSO is a (perhaps the) major determinant of interannual variability in the land-atmosphere CO₂ flux. However, in so far as the GFED3 fire CO₂ fluxes can be taken as reliable: (1) fire CO₂ flux variations (including deforestation fires) do not account for most of the interannual variations in the total CO₂ flux; and (2) the SOI is not a strong predictor of the fire CO₂ flux. The GFED3 data further suggest that the observed relationship between the global fire CO₂ flux and the SOI depends mainly on the large carbon releases from deforestation fires that are possible (thanks to unusually good burning conditions) during the strongest El Niño events. In a broader global context, given that the sign of the relationship between the SOI and burnt area varies among regions as shown by both GFED3 and LPX (Figure 5, bottom), so must the sign of the relationship between the SOI and fire CO₂ flux. As there is considerable geographic variation in the climatic signature of different ENSO events, it follows that there must be variation in the net global fire CO₂ flux that cannot be predicted accurately by a single ENSO index.

Fire is a part of natural ecosystem dynamics, yet fraught with dangers for human activities. Large wildfires are increasing in some regions [Cary, 2002; Kajii et al., 2002; Gillett et al., 2004; Running, 2006; Westerling et al., 2006; Balzter et al., 2007; Groisman et al., 2007] and probably set to increase further as a consequence of climate change [Scholze et al., 2006; Lavorel et al., 2007; Girardin and Muddlesee, 2008; Balshi et al., 2009; Krawchuk et al., 2009; Pechny and Shindell, 2010]. Our analysis indicates that the relationships between fire, carbon cycling and climate are complex, but not intractable. We have shown that quite subtle global patterns revealed by statistical analysis of remote sensing data can be mimicked in a DGVM. Simple, monotonic relationships between, for example, precipitation and fire, fire and ENSO, or fire and human population, are contradicted both by analysis of remotely sensed data and by modeling. Process-based modeling is the key to developing the predictive ability needed to assess future perspectives for fire risks and their mitigation; further work is needed to improve representation of the consequences of land use, land-use change and fire management.
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