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Abstract. Alongside their benefits health IT applications can pose new risks to patient safety. Problems with IT have been linked to many different types of clinical errors including prescribing and administration of medications; as well as wrong-patient, wrong-site errors, and delays in procedures. There is also growing concern about the risks of data breach and cyber-security. IT-related clinical errors have their origins in processes undertaken to design, build, implement and use software systems in a broader sociotechnical context. Safety can be improved with greater standardization of clinical software and by improving the quality of processes at different points in the technology life cycle, spanning design, build, implementation and use in clinical settings. Oversight processes can be set up at a regional or national level to ensure that clinical software systems meet specific standards. Certification and regulation are two mechanisms to improve oversight. In the absence of clear standards, guidelines are useful to promote safe design and implementation practices. Processes to identify and mitigate hazards can be formalised via a safety management system. Minimizing new patient safety risks is critical to realizing the benefits of IT.
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1. Introduction

IT systems are integral to healthcare delivery and have a tremendous potential to bring about an overall improvement to patient safety. IT broadly includes all computer software used by health professionals and patients to support care [1]. At the same time, use of IT, just like any other technology, can introduce new, often unforeseen, errors that can affect care delivery and can lead to patient harm. It is now widely recognized that problems with IT and their use can pose risks to patient safety.

The objective of this contribution is to provide a motivation for evidence-based health informatics to improve patient safety, and to minimise the risks of harm associated with IT. The contribution begins with a broad-based review of the impact of IT on patient safety. We then turn our attention to the current evidence about patient harms. The next section examines the underlying causes of errors associated with IT and the final section looks at the types of safety strategies that need to be applied.
throughout the lifecycle of an IT system to improve safety. By understanding how problems with IT can give rise to clinical errors and having knowledge about their underlying causes, we can be better equipped to design, implement and use safer systems and to mitigate the risks of harm to patients.

2. Health IT can improve patient safety

Much of clinical care involves the gathering and synthesizing of information. In healthcare systems with increasing patient complexity and distribution of care, traditional paper-based information management is no longer adequate for supporting high patient care standards. Effective clinical decision-making requires careful assimilation of patient information from multiple fragmented sources, and the integration of vast amounts of new scientific evidence into practice. Reliable and efficient care can often only be achieved with the use of IT [2]. IT can substantially improve the safety of care by improving information collation, sharing, and access.

IT systems like electronic health records (EHR) facilitate access to patient information in a distributed manner. Using an EHR, patient information such as diagnoses, medications, and test results can be consolidated into a single system that can be accessed at any time, in different localities, and by different team members. Wireless technology coupled with portable handheld devices allows clinicians to retrieve the most up-to-date patient information while on the move. This has the potential to significantly improve information sharing across the continuum of care, enhancing patient safety and coordination of care [3].

A study that assessed the quality of diabetes care showed 51% of patients at EHR sites, as compared with 7% of patients at paper-based sites, received care for diabetes that met the recommended standards of care [4]. Following the implementation of computerized handoff system, the number of patients missed on resident rounds was reduced by half [5], and the rate of preventable adverse events was also reduced [6]. The advantage of electronically enhancing the availability of medical data was perhaps most evident during the recent storms in the US, notably Hurricane Katrina in 2005 [7], and the Joplin tornado in 2011 (Box 1) [8]. In both storms, many medical paper records were lost. Health care providers who were supported by decentralized EHR systems were able to continue the provision of care during and after the storm, while patients from paper-based sites were left stranded without adequate care.

<table>
<thead>
<tr>
<th>Box 1: A Tale of Two Cities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The 2005 Hurricane Katrina</strong></td>
</tr>
<tr>
<td>In 2005, Hurricane Katrina caused severe destruction in New Orleans. In the chaos that ensued after this disaster, displaced individuals many of whom had chronic health conditions left their medications and medical records behind. Responding clinicians were challenged by the need to care for these patients without any knowledge of their medical history. Standing in stark contrast were Veteran Affairs providers in the same city, who were able to maintain uninterrupted care supported by nationwide access to comprehensive EHR systems.</td>
</tr>
</tbody>
</table>

| **The 2011 Joplin tornado** |
| In 2011, a devastating tornado struck Joplin, killing 134 people. A hospital in Joplin, St John’s Regional Medical Center, was severely damaged, and medical paper records were lost. Three weeks before the storm, the hospital had completed its transfer to an EHR system. Six days after the tornado, the hospital staff returned to work in a new temporary mobile medical unit. Because the full patient records were available through the EHR, medical staff was able to continue deliver care and identify displaced individuals. |
3. Evidence about IT-related patient harms is mounting

While IT promises to improve the provision of care, as discussed before, it is important to note the unanticipated negative consequences of such systems. The extent of patient harm associated with IT is, however, hard to quantify, due to the lack of empirical data [9]. The “hold harmless” clauses that protect software vendors from lawsuits effectively limit the freedom to publicly raise questions about software errors [10]. Thus, many problems with IT remain hidden, and unresolved. Based on error rates in other industries, the US Agency for Healthcare Research and Quality estimates that if EHRs are fully adopted, they could be linked to at least 60,000 adverse events a year [11].

While we currently cannot ascertain the actual rate of adverse events associated with IT, a growing body of evidence elucidates the pervasiveness of IT-related problems. The largest source of evidence comes from incident reports voluntarily submitted by software vendors and clinical workers to governing bodies, both at national and local levels [12-15]. The US Food and Drug Administration (FDA) maintains a medical device incident reporting system, known as the Manufacturer and User Facility Device Experience (MAUDE) database. In 2010, 260 IT-related incident reports were submitted to the database, 44 of which were linked to patient injuries, and 6 deaths were reported [13]. The Australian Incident Management System (AIMS) is yet another national initiative for the surveillance of patient safety issues. Between 2003 and 2005, 117 IT-related incidents were submitted to AIMS [12]. While no deaths were reported, 38% of the incidents were associated with adverse consequences caused by delay in treatment and care. Since neither system was designed specifically for the surveillance of IT-related adverse events, it is very likely that they were under-reported.

At a local level, the Pennsylvania Patient Safety Authority received 3,099 reports from Pennsylvania hospitals on EHR-related problems, between the years 2004 and 2012 [16]. More than 2,700 incidents involved near misses and 15 involved patient harm. The report showed a stark rise in the number of IT-related incidents over the years. Of the 3,099 incidents reported over an eight-year period, 1,142 were filed in 2011, more than double the number in 2010. With the increased adoption of IT incentivized by the Affordable Care Act, the problem will only worsen.

Flaws in software design and system glitches accounted for many of the reported incidents. For example, poorly designed user interface obscured clinical data, causing clinicians to prescribe the wrong medications, and to send the wrong patients for a procedure; computer-network delays resulted in delay in treatment; dangerous doses of medications were given to patients due to ambiguous drop-down menus; orientation markers on CT images were reversed, causing a surgeon to operate on the wrong side of patient’s head. These seemingly simple errors, when occurred in a healthcare setting, could potentially cascade into serious life-threatening events.

The transition between paper-based and EHR records represents a risky period, as physicians often use both systems in tandem [16]. At Children’s Hospital of Pittsburgh, mortality rates increased after the implementation of an EHR system in 2002 [17]: During the 18 months following the EHR implementation, mortality rate increased to 6.6% in the 5 months after the system was installed, from 2.8% in the 13 months before. A separate study on CPOE systems showed that the rate of computer-related pediatric errors was 10 errors per 1000 patient-days, and the rate of serious computer-related pediatric errors was 3.6 errors per 1000 patient-days [18].
The incidence of IT-related medication errors has been explored in several other studies [19-23]. A report on 4,416 incidents submitted to the Dutch central reporting system showed that 16% of incidents were linked to IT [20]. Incorrect selection of medication is the leading cause of medication errors, followed by failure to enter prescription data in the CPOE. Two patients died as a result, and 20 patients were seriously harmed. Similar types of errors were observed in an observational study in an Australian hospital [23]. Of the 1,164 prescribing errors observed, 43% were caused by selection errors, 32% were due to failure to complete prescription task, and 21% were a result of editing errors.

Another unintended consequence arising from the digitalization of the medical records is the risk of data breach. The number of medical data breaches has increased dramatically in recent years. As of July 2012, there were 464 data breaches reported to the U.S. Department of Health and Human Services (HHS) since August 2009, involving more than 20 million patients – the most common forms of data breach were thefts, unauthorized access or disclosure, and data loss [24]. In the same year, a bi-annual survey of 250 U.S. healthcare organizations showed that 27% of respondents had at least one security breach over the past year, compared to 19% in 2010 and 13% in 2008 [25]. The rise in data breach incidents was largely due to the proliferation of laptops and mobile devices. The number of cases where data were compromised as a result of a lost or stolen device had doubled. Concerns about data security has prompted the HHS to update the Health Insurance Portability and Accountability Act (HIPAA) in 2013, to expand security protections required of health care providers that contract or subcontract with business associates to handle medical information [26]. Providers can be penalized up to $1.5 million if the business associates do not comply.

Cyber-security is also a growing concern. In June 2013, the FDA issued a safety communication, warning medical device manufacturers and hospitals of the risk of cyber-security [27]. While the actual number of incidents is difficult to assess, news reports on cyber-attacks proliferate. In a recent case, research computers at Kaiser Permanente were infected with malicious software for more than two and a half years before being discovered, affecting in excess of 5,000 patients [28]. In another high profile case, the infamous hacker group, Anonymous, allegedly launched a cyber-attack against Boston Children’s Hospital [29]. Such events can bring down IT systems, causing disruptions in care delivery. With increased interconnectedness of health care information systems, the potential for large-scale events due to cyber-attacks is real.

4. IT-related harms have their origin in system design, implementation and use

Processes undertaken to design, build, implement and use IT provide the fundamental system safety against errors [30]. As we have seen in the previous sections, patients are harmed when design issues cause systems to fail or behave in unexpected ways.

4.1. System design

A clinical system may behave in unexpected ways when the system design does not reflect how it will be used. When designers have a poor understanding of clinical work they will often make wrong assumptions about how a system will be used, the tasks it must support and the clinical workflow in which those tasks need to be executed. As a consequence the designed system will result in clinical tasks being missed or executed
incorrectly. Incomplete or wrong assumptions about the clinical tasks that a system must support are one of the most important sources of error. For instance an order entry system that does not support discontinuation and modification of orders is likely to cause medication errors [13]. Errors are also generated when there is a mismatch of the system with the mental model of users. An example is an EHR that did not represent weight in the unit of measure used by clinicians e.g. displaying weight in pounds instead of kilograms [13].

Safe use is also influenced by the system user interface. Inadequate or poorly designed user interfaces increase cognitive load causing clinicians to make errors in using systems (use errors) [31]2. IT use is hampered by poor usability when systems are hard to learn, and do not allow users to complete tasks in an efficient manner. Ease of use is also affected when users cannot easily re-establish proficiency after a period of not using the system. An interface that results in severe use errors can be hazardous to patients. Consider the case of a prescribing system that requires users to scroll through a drop down menu with an excessive number of options that are counter-intuitively arranged. As a result of using this system a patient received an excessive dose of a medication [13]. Risks to patients are also increased when systems do not facilitate recovery from use errors. For example, an order entry system that does not allow clinicians to modify or cancel an order for a chemotherapy protocol once it is entered into the system [12].

Another design related issue is a mismatch between the system model and actual clinical workflow which can lead to errors in task execution [32, 33]. For instance, a nurse cannot review medication lists at the time of administration because the system is not accessible at the patient’s bedside. Errors are also generated when system functions and the display of information do not account for the sequence in which clinical tasks are carried out. For example, prescribing decision support is ineffective in an order entry system that does not require users to complete allergy information before medications are entered because allergies cannot be checked if that information is not known by the system prior to the entry of orders. Another example is an order entry system that does not separate pre- and postoperative orders resulting in a wrong procedure being undertaken based on a preoperative order.

Software defects introduced during development also cause IT to behave in unexpected ways. Such defects will remain if software is not adequately tested. For instance, an EHR that allocates test results to the wrong patient due to a programming flaw that is exposed when the system processes large volumes of test results.

4.2. System implementation

Beyond system design, IT safety is influenced by sociotechnical variables of the clinical setting in which systems are used [34]. For instance installation of an order entry system in a hospital with a poor safety culture or an inadequate IT network might lead to new errors. Introduction of new technology into an organization, or system implementation, may involve a changeover from a paper-based to an electronic system or from an existing electronic system to a new one. This period is characterized by a high degree of sociotechnical change which can pose safety risks when the transition to

new technology, changes to clinical workflows and, organizational policies and procedures are not effectively managed [35]. Creation of a hybrid paper and electronic records system due to partial system implementation has also been shown to create new opportunities for error [36]. Any changes to an IT system post-implementation such as updates to software or installation of new hardware can similarly be a threat [37]. Conversely, failure to update software in a timely manner can also pose a risk. For example, a new guideline may not be updated in an operational EHR.

Errors can arise from unexpected interactions between system modules or with other systems [12]. IT systems are usually composed of multiple modules and they seldom operate in isolation. For instance, an ambulatory care system will contain modules for record keeping, prescribing and ordering tests. The system could also be connected to a medical device such as a spirometer and other systems like a laboratory information system to download test results. Errors can arise from communication failures between system modules and other systems. For example, images from a full body x-ray of a child were lost when they were transferred from the x-ray machine to a PACS (picture archiving and communication system) [38]. And the x-ray needed to be repeated to acquire the missing images, re-exposing the child to high levels of radiation.

The supporting IT infrastructure including computer hardware, software, networks and data storage facilities are critical to safe implementation and operation. Analysis of US and Australian data indicates that technical failure is a major contributor to IT incidents [12, 13]. Ninety-six percent of the problems reported to the FDA were associated with technical failure [13]. Problems with the IT infrastructure that hosts software affect safety because poor availability of systems disrupts delivery of care to patients. For example, when their desktop computer or printer fails, a primary care physician cannot access the EHR in their consultation room or provide a prescription to the patient. Another example relates to a network problem in a hospital that caused a PACS to be inaccessible for 6 hours making it impossible to read or create records while the system was unavailable [38]. As a result procedures were cancelled and clinics were rescheduled. Failure of back up facilities and computer viruses can similarly disrupt care delivery.

4.3. System use

Safe IT use is a product of the system and the environment in which it is used. When system use is compromised by human factors which include environmental influences like the structural, cultural and policy related characteristics of an organization, risks to patients are increased [39].

The knowledge and skills of users are fundamental to safe use of IT. Training programs are thus essential and need to be appropriately tailored to the needs of different clinical seniorities and roles to ensure safe operation of systems. For example, training for a prescribing system that will be used by physicians, pharmacists and nurses will need to be tailored to the needs of each group respectively. Equally when users are unaware of system limitations, errors of omission will be generated [40]. For instance, a clinician may inadvertently prescribe the wrong medication wrongly assuming that the system will alert them about any drug interactions [41, 42]. Errors

---

3 See also: E. Hovenga et al., Learning, training and teaching of health IT and its evidence for informaticians and clinical practice, in: E. Ammenwerth, M. Rigby (eds.), Evidence-Based Health Informatics, Stud Health Technol Inform 222, IOS Press, Amsterdam, 2016.
can also be generated when cognitive resources devoted to using a system are inadequate. A clinician’s workload plus environmental influences like distractions and interruptions can lead to errors [43]. For example, when interrupted by a phone call a physician wrote a prescription for the wrong patient because they returned to the wrong record at the end of the call [37].

Deficiencies in organizational policies and procedures for system use are another threat. As we have already discussed, training is critical to safe operation of IT. However the lack of a policy or a failure to enforce the requirement to complete training may result in untrained clinicians accessing systems. Thus an organization might create a procedure for new staff to complete mandatory training and then receive access to systems in a timely manner. Policies that govern system access directly impact safety as lack of access to systems or critical information can potentially delay care increasing risks to patients. For example, an attending physician was unable to access critical test results from a previous hospital admission because the results of an HIV test were only visible to the ordering physician due to privacy considerations [38].

Thus we have seen that the safety of IT is an emergent property of the broader sociotechnical system. As safety is an emergent system property it needs to be addressed throughout the lifecycle of IT systems including design, build, implementation and use [44]. All the possible interactions among system components are not predictable at design, especially when IT systems are used in context of a broader sociotechnical system4. In large complex systems, safety problems or hazards tend to emerge from unexpected interactions between system components and human users. There is potential for unsafe interactions when IT systems are integrated with local clinical workflows including other technology and the organizational structure. Therefore safety should also be addressed during and after the implementation of systems.

5. Safety management covers the IT lifecycle

Strategies to improve the safety of health IT can be formalised. The overall set of processes used to identify and mitigate hazards throughout the life cycle of a system is called a safety management system, and these have evolved in other high-risk industries like aviation.[45]. For example, England has a safety management program for health IT [46]. Such programs formalize and document hazard assessment and mitigation so that system safety can be independently verified. A range of hazard assessment techniques can be applied at different points in the system life cycle [44]. The documents that set out the evidence for how hazards have been identified and managed are called a safety case [47]. For instance, a manufacturer is required to create a safety case when deploying a new EHR. The safety case will be continuously updated with new hazards identified during deployment or when changes are made to the system.

Standardization via guidelines or mandatory standards, and operational oversight via certification, regulation or surveillance are the two main governance approaches that are relevant to improving the safety of health IT [30, 48]:

Standards: Many international technical standards can be applied to clinical software and to the quality of processes at different points in the system life cycle, spanning design, build, implementation and use in a clinical setting. However, few standards directly address the safety of clinical systems [49]. England’s safety management program has implemented two standards for managing clinical risks in the design, implementation and use of health IT [47, 50]. These standards are consistent with those for safety critical software (e.g. International Electrotechnical Commission IEC 61508) and medical devices (e.g. International Organisation for Standardisation ISO 14971), and were formally adopted as NHS standards in 2009.

Guidelines: In the absence of clear standards, looser guidelines can still offer a mechanism to promote safe design and implementation practices. For instance, a guideline can be used to provide recommendations for the safe display of patient information within an EHR based upon usability principles. The US National Institute of Standards and Technology (NIST) has published a guide to evaluate EHR usability [51]. The NIST guide proposes formative usability evaluation by experts and summative testing in the hands of users incorporating a risk-based approach to examining usability problems. Guidelines can similarly be applied to system implementation and use. The Australian guidelines for implementing medication systems in hospital are one example [52]. Another example is the Safety Assurance Factors for EHR Resilience (SAFER) guides sponsored by the US Office of the National Coordinator for Health IT [53]. Such guidelines are generally directed at manufacturers and healthcare organizations to assess the safety of clinical software systems as they are used in clinical setting.

Certification: Oversight process can be set up at a national or regional level to ensure that clinical software systems meet specific standards. Certification provides independent assurance that software is fit for purpose and that it meets specific requirements for functionality, interoperability and security. For instance, the manufacturer of a prescribing system may be required to show that their system provides certain core clinical functions, that it is secure and that it can be integrated with other information systems such as the EHR. Safety is addressed alongside interoperability in the Australian certification program but it is not explicitly addressed in the US and Canadian programs, though conformance with functionality, usability, interoperability, security and privacy requirements may lead to safer systems [49].

Regulation: Certification can be voluntary, and it requires regulation to compel manufacturers to comply with standards or performance targets [54]. Regulation ensures that manufacturers comply with legal requirements for software to be designed and built in a manner that its use does not compromise patient safety. For example, a manufacturer may need to submit a safety case that demonstrates that its equipment is safe for use in a clinical setting before it is allowed to deploy the system. Although standalone software has largely been outside the strict regulatory regimen applied to medical devices, current initiatives indicate a gradual move towards regulation. Existing regulatory regimens for medical devices such as the US FDA process and the CE mark in Europe provide a template for the regulation of clinical software. In Europe the safety of medical devices is regulated through a directive that focuses on manufacturing and pre-market testing leading to a declaration of conformity. In general,

---

the level of oversight or regulatory control should be proportional to the degree of risk that an information system poses to patients [1].

Surveillance of emerging safety issues: Beyond the stages of design and implementation, effective surveillance mechanisms are required to track any emergent safety problems associated with routine use of IT. The monitoring of incidents is central to detecting emerging problems in mainstream patient safety programs which are now well-established in most developed nations [55]. While it is mandatory to report incidents associated with regulated software, the reporting of general patient safety incidents (including those involving most health IT) is voluntary. One large-scale program directed at monitoring and responding to IT incidents reported by healthcare organizations and manufacturers is part of the England’s safety management program which has been in place since 2005 [46, 49]. Yet, as we have seen before, IT incidents are being reported amongst general patient safety incidents and alongside reports of medical device failure and hazards. One source of such reports is the US FDA’s MAUDE. Although the FDA does not enforce its regulatory requirements with respect to IT, some manufacturers have voluntarily listed their systems and reported incidents [13]. To facilitate the reporting of such incidents the US AHRQ has developed a new standard called a “common format” and a software tool to support detection and management of IT-related hazards [56]. The Health IT Hazard Manager facilitates the characterisation and communication of hazards along with their actual and potential adverse effects to support learning within healthcare organisations, across organisations using the same software and, by manufacturers and policymakers [11].

6. Conclusion

IT systems can enhance patient safety by improving access to information and by providing decision support, but problems with IT can pose new risks. Minimizing these risks is critical to realizing the benefits of IT. The risks of data breach and cyber-crime are also important concerns. We have seen that safety is an emergent property of the broader sociotechnical system in which IT is used, and errors arise from processes to design, build, implement, and use IT. Thus a holistic system approach that addresses IT errors at different points the system lifecycle is needed. In addition to greater standardisation and oversight to ensure safe system design and build, appropriate implementation and use of IT is critical to bring about overall improvements to patient safety. The effectiveness of specific strategies to address risks is not known and further research is required to evaluate their impact for a more evidence-based approach to IT safety. There is also a need for greater transparency where manufacturer contracts are governed by commitment to patient safety; and a balanced risk avoidance and safety promoting culture across the clinical process and IT support spectrum. When IT is used and governed responsibly it can improve patient safety, but it is not a panacea for managing safety risks. Taking a 'blind eye' approach to the risks of health IT can only lead to new forms of avoidable patient harm.

Recommended further readings


**Food for thought**

1. Discuss the safety benefits and risks of a hybrid paper and electronic records system in a hospital setting.

2. Examine the patient safety risks of implementing a personal health record on a large-scale e.g. for a hospital, healthcare system or nationally. Hint: Think about how individual incidents can harm or increase the risk of harm to numerous patients when an IT system is used at different scales.

3. Why is a highly usable EHR not necessarily safe?

4. Why is an EHR built on the best clinical principles not necessarily safe?

5. What are some ways to improve surveillance of IT-related safety issues? Discuss the role of automated techniques.

6. Discuss the advantages and disadvantages of regulating all clinical software systems as medical devices.
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