Creating large, high-quality geospatial datasets from historical maps using novice volunteers
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ABSTRACT

Unlocking data from historical maps for landscape analysis is costly. Automatic extraction using Machine Learning (ML) requires extensive preparation and expertise. Crowdsourcing scales better than direct digitisation by experts, but requires an appropriate platform and the technical skills to adapt it. Existing research provides little guidance as to when investments in these approaches become worthwhile. Here we present a customisation of the Field Acquired Information Management Systems (FAIMS) Mobile platform tailored to offer a streamlined, collaborative system for crowdsourcing map digitisation by volunteers with no prior GIS experience. Deployed in Bulgaria as an ancillary activity during 2017–2018 archaeological fieldwork, FAIMS Mobile was used to digitise 10,827 mound features from Soviet military topographic maps. This digitisation required 241 person-hours (57 from staff; 184 from novice volunteers), with an error rate under 6%. The resulting dataset was consistent, well-documented, and ready for analysis with a few hours of processing. A conservative estimate based on our work suggests our crowdsourcing approach is most efficient for digitisation projects of 10,000–60,000 features, but may offer advantages for datasets as small as a few hundred records. Furthermore, it indicates that systems designed for field data collection, running on mobile devices, can be profitably customised to serve as participatory geospatial data systems accessible to novice volunteers.

1. Introduction

This article presents a case study of crowdsourced cultural heritage digitisation from historical maps undertaken by volunteers using a lightweight, streamlined Geographical Information System (GIS) running offline on mobile devices. The value of this approach lies in the unanticipated success of a minimally resourced digitisation effort, as well as the resulting dataset’s value for archaeological research and cultural heritage management. Digitisation was undertaken as a secondary activity on a landscape archaeology project focusing on pedestrian feature survey. Undergraduates in the associated field school digitised data from maps using a system repurposed from other project activities. Compared to manual digitisation approaches based on desktop GIS, it required little training or supervision of students, used open-source software and low-cost equipment, yet produced a large, accurate, analysis-ready dataset. It complements Machine Learning (ML) and other automated approaches in that it requires less technical expertise, time, and resourcing to undertake. Such an approach is suitable for projects working with small to mid-sized data sources (100s–10,000s of features) that do not warrant the investment needed for successful ML-based data extraction - as well as for exploratory work preceding automated analyses or the production of the training and quality assurance datasets needed for ML. The approach taken here can be replicated using other mobile GIS systems, scaled up, or applied to other types of archaeological features. As such, it shows promise as a low-cost means of extracting locations and other data from historical maps concerning endangered and poorly documented material remains.

1.1. The Tundzha Regional Archaeology Project

The Tundzha Regional Archaeological Project (TRAP), is an investigation of the middle (Yambol region) and upper (Kazanlak Valley)
Tundzha River watershed in Bulgaria. It has explored long-term cultural development in its environmental context since 2008 (Ross et al., 2010, 2018; Sobotkova, 2013). Methodologically, it combines historical research, archaeological survey, remote sensing, excavation, and ecological sampling. The aims of the project include reconstructing the ancient environment, mapping the evolution of habitation, and combining those outcomes to explain long-term, human-environment interactions (Connor et al., 2013; Sobotkova, 2018b, [a] 2018; Bishop-Taylor et al., 2018). It also seeks to produce an inventory of archaeological heritage for research and conservation purposes, including analyses of threats (Efimoski et al., 2017; Sobotkova & Ross, 2018). Between 2008 and 2016, TRAP catalogued some 773 mounds in the Kazanlak Valley and 431 mounds in the Yambol region using pedestrian surface survey supported by manual digitisation of satellite imagery and maps.

During 2017 and 2018, TRAP recorded the location, characteristics, and condition of burial mounds in the Yambol region of Bulgaria. Three activities were undertaken: (1) visiting known burial mounds, registering their location and condition; (2) identifying changes in mound condition using satellite imagery; (3) digitising mounds from over 20,000 sq km of Soviet military 1:50,000 topographic maps covering southeast Bulgaria, followed by ground-truthing (which continued through 2022). All three approaches involved digital field data collection workflows, improving research transparency and facilitating production of Findable, Accessible, Interoperable, and Reproducible (FAIR) and analysis-ready datasets. The results of mound registration and monitoring have been presented elsewhere (Valchev & Sobotkova, 2019; Sobotkova & Weissova, 2020). This paper discusses the digitisation of mound symbols from maps using a crowdsourcing approach involving undergraduate students associated with the project.

1.2. Burial mounds in Bulgarian archaeology

An estimated 50,000 burial mounds were built in Bulgarian lands from the Early Bronze Age through the Middle Ages (Shkorpil & Shkorpil, 1989, p. 20; Kitov, 1993, p. 42). They were constructed of earth and rubble, and range in size from 10 to 50 m in diameter and 0.5–20 m in height (see Fig. 1). Some contain modest burials (or nothing at all), while others enclose elaborate brick or stone structures and valuable grave goods. The mounds and their contents are important archaeologically as they attest to demographics, social complexity, international connections, and other important historical questions. They are also culturally significant, as attested by several UNESCO World Heritage listings (UNESCO World Heritage Centre 1979, 2016), and drive heritage tourism in rural areas of a middle-income country. Because they may contain intrinsically valuable grave goods, mounds are at risk of looting (Loulanski & Loulanski, 2017). Others are destroyed in the course of development, sometimes preceded by rescue excavations (Cholakov & Chukalev, 2008). Still others are degraded by agricultural activities, particularly as pasturelands are repurposed to arable farming (Efimoski et al., 2017).

Burial mounds are an irreplaceable - but endangered - aspect of Bulgarian cultural heritage, making their systematic recording and registration an urgent undertaking for both research and cultural heritage management. To this end, the Bulgarian Academy of Sciences maintains the Archaeological Map of Bulgaria, a legally established, national archaeological information system underpinning site protection (Kecheva, 2019). The ability to record mounds that no longer exist, but are represented in historical maps, is especially important as evidence of past landscapes and to assess ongoing damage to mounds.

1.3. Extracting data from historical maps

Historical maps constitute an important source of information for historical landscapes and the cultural heritage they contain. They predate aerial photography (1920s) and satellite imagery (1960s). Prior to the age of modern commercial satellite imagery (1990s), they provided the most comprehensive coverage. Historical maps help heritage specialists analyse change over time in order to monitor and mitigate the impact of urban development, climate change, biodiversity loss, erosion, agricultural extensification, and other kinds of land use and environmental changes (Rondelli, Stride, and García-Granero 2013; Petrie et al., 2018).

The value of such maps has, however, been underexploited due to the entailed process of manual digitisation needed to transform their analogue information into machine-readable data. A historian wishing to create digital spatial data from scanned and georeferenced historical maps has a range of digitisation options, from employing or training specialists to digitise using desktop GIS, through digitisation using volunteers (either with desktop GIS or a customised system), to deploying an automated approach such as ML.

Manually drawing and annotating shapes in historical maps using a desktop GIS is time-consuming and requires specialised skills (Can, Gerrits, and Kabadayi 2021; Petrie et al., 2018; Jones & Weber, 2012). Its principal limitations are difficulty of scaling the effort, particularly restricted time and availability of expert users to either undertake digitisation themselves, or to train and support novices to the extent required for efficient and accurate work (see also Jessop, 2007 for other challenges).

In recent years, the development of automated approaches, especially ML, has opened new possibilities for producing machine-readable spatial data from a variety of data sources (Groom et al., 2021; Eakin, 2020).
Naive use of ML is likely to produce biased or otherwise unreliable results, novice users more than other data tasks. Structured data, for example, can be manipulated using familiar desktop software (typically spreadsheets). Working with raster images from technical photography, and to a lesser extent vector graphics from drawings, builds on skills that many people acquire from everyday activities involving consumer desktop, web, or mobile applications. A novice wishing to contribute to geospatial data creation from historical maps, however, needs all three of these general technical skills, plus specific expertise related to cartographic concepts and their application via specialised software – not to mention grounding in the research discipline itself.

Volunteers often lack the skills necessary to use GIS software (Elwood, 2008b; Jones & Weber, 2012; Owen et al., 2009). Often, their experience is limited to ‘dropping pins’ on web ‘slippy-maps’ like Google Maps. These tools have made consumption and perhaps simple annotation of geospatial data easier, but obfuscate the complexities of producing data. This ‘digital divide’ can be bridged in part through more expert training and guidance of novice users (Owen et al., 2009, p. 24). Such an approach scales poorly, however; the supply of expert time available to any project is restricted and often oversubscribed, while the willingness of volunteers to learn specialised skills and software has limits.

While some expert interaction is unavoidable and desirable, it can be profitably supplemented by the development of ‘useful’ tools that combine ‘utility’ with ‘usability’ (Nielsen, 2012). Utility indicates the ability of the system to accomplish the task at hand, in this case producing standardised, interoperable, well-documented digital data from scanned historical maps. Usability includes the degree to which a system’s User Interface (UI) allows first time users to accomplish basic tasks, helps more experienced users to complete tasks quickly, eases resumption of work after a period of disuse, is pleasant for users to employ, and mitigates the rate and severity of errors (‘learnability, efficiency, memorability, satisfaction, and accuracy’; Jones & Weber, 2012, 530–531; Nielsen, 2012). Heuristics based on these principles aim to limit the cognitive load on users, and therefore encourage UIs that are focused on essential tasks, expose key functionality, present controls clearly and consistently, provide adequate feedback to users, and limit the impact of errors (Jones & Weber, 2012; Kaplan, 2021; Nielsen, 2020). These and similar usability approaches have produced a range of streamlined tools with intuitive UIs for participatory or collaborative geospatial research in other settings (e.g. Koski et al., 2021; Kendall, Hedenstroem, and Hedenstroem 2021; Vitale et al., 2021; Simon et al., 2015; Pödör, 2015; see also Owen et al., 2009, pp. 16–18; Elwood, 2008a, pp. 84–85; Goodchild, 2007, p. 212–214; see also Owen et al., 2009, pp. 16–19). The promise and goal of this activity is to unlock analogue information contained in historical maps, improving the reliability and completeness of geospatial datasets used by cultural heritage workers and researchers in circumstances where these specialists do not have the time or resources to digitise the information themselves (analogous to the grassroots production of data discussed in Elwood, 2008a, pp. 82–84). In related applications, crowdsourcing has been used to create machine-readable data from images of texts (see Sturgeon, 2022 for a recent example). It has also been used to digitise heritage information from satellite imagery and other remotely sensed data (Duckers, 2013; Lin et al., 2014). Its application to historical maps has focused on the transcriptions and annotation of place names (Pödör, 2015; Simon et al., 2015; Vitale et al., 2021), but crowdsourcing has only rarely been used to extract the location of archaeological features from symbols on historical maps. Such efforts have been limited to projects that have the expertise to customise general-purpose GISes for this activity (e.g. Koski et al., 2021; Kendall, Hedenstroem, and Hedenstroem 2021) or the resources to construct purpose-built platforms (e.g. the Pleiades, see Simon et al., 2015; Vitale et al., 2021).

This paper argues that crowdsourcing offers advantages compared to alternative approaches under many, if not most, map digitisation scenarios. Crowdsourcing requires less upfront investment in system setup than using available GIS specialists or training and supervising volunteers using desktop GIS, but it scales better in the face of likely participation, observes that ‘mobile-enabled projects receive more participation, and to a lesser extent vector graphics from drawings, builds on skills that many people acquire from everyday activities involving consumer desktop, web, or mobile applications. A novice wishing to contribute to

1.4. Sociotechnical barriers to collaborative map digitisation

The expertise necessary to use a GIS has hindered collaboration between specialists and the broader community in the past (Jessop, 2007, p. 43). Producing and manipulating geospatial data, even if it is limited to ‘simple’ activities like symbol digitisation (Goodchild, 2007), challenges novice users more than other data tasks. Structured data, for example, can be manipulated using familiar desktop software (typically spreadsheets). Working with raster images from technical photography, and to a lesser extent vector graphics from drawings, builds on skills that many people acquire from everyday activities involving consumer desktop, web, or mobile applications. A novice wishing to contribute to
using mobile devices, regardless of network connectivity, and consoli-
dated the resulting data when a network became available. Although use
was limited to students affiliated with the project, both the approach and
the technologies applied can scale to accommodate large numbers of
contributors. A similar approach could also be developed using other
platforms.

2.1. Archaeological features in Soviet topographic maps

The goal of the work was to extract archaeological features from 1:50,000
scale Soviet military topographic maps dating to the 1980s. Available as
georeferenced GeoTIFFs (from http://web.uni-plovdiv.
bg/vedrin/index_en.html in 2008), each of these maps covers ca 400
sq km. We wished to extract symbols from them that might represent
burial or settlement mounds in our study area (see Fig. 2). Such symbols
occurred at a high density, averaging about 200 per tile (0.5 per sq km),
with counts per tile ranging from about 50 to 400. The mound symbols
were moderately obtrusive; some aspects of shape or colour were shared
with other map symbols. The records we sought to create were relatively
simple: a point for the feature, a record number, plus ten attributes. We
knew that the maps of the Yambol region contained 1,000 + of these
targeted symbols.

2.2. Crowdsourcing digitisation with field-school participants

The task of digitising potentially thousands of mounds provided an
opportunity to involve students in authentic research. Our students
came from a range of academic backgrounds in Arts and Humanities.
Most had no training in archaeology, cartography, or digital methods
( unlike Podor, 2015 or Can et al., 2021 ). The students’ motivation in
joining our project included curiosity about field archaeology, the desire
to travel outside Australia, and the satisfaction of assisting with heritage
preservation.

TRAP staff never had the time to undertake large-scale map digiti-
isation work themselves. To overcome this problem, in 2010, project staff
worked with student volunteers to digitise map features using ArcGIS.
Our experience was much like that of other projects: novice volunteers
found learning to configure and navigate desktop GIS challenging; many
quit and those who continued required ongoing support. In the end,
volunteer attrition combined with demands on staff time during the
height of fieldwork rendered this approach unsuccessful.

In 2017, faced with a short field season and little time for student
training, we focused on implementing tools that would empower vol-
unteers to digitise maps independently. Our approach sought to help
novice users begin digitising quickly and then work productively for the
duration of each field season with minimal support or frustration. As
such, it stripped GIS functionality to its essentials, focusing on three
tasks: layer selection, shape digitisation, and annotation, with validation
and automation to improve data quality. Geospatial data preparation
and management was relegated to staff, while a simple and intuitive UI
allowed students to begin digitising after only minutes of training. This
approach was refined during the 2018 field season. The outcomes of
both field seasons are discussed in this paper.

2.3. Using a mobile application for map digitisation

Having decided to adopt a crowdsourced approach to produce VGI,
we chose to customise FAIMS Mobile for map digitisation. The history of
the FAIMS Project and the features of FAIMS Mobile have been
described elsewhere ( Sobokova et al., 2021 ; Ballsun-Stanton et al.,
2018 ; Ross et al., 2013 ). Briefly, FAIMS Mobile is a server-client plat-
form that generates customised Android applications for data collection
during offline field research. Customisation is accomplished via defini-
tion files that can be shared, modified, and redeployed. FAIMS Mobile
interprets the definition files to generate a specific data capture appli-
cation. It can collect, manage, and bind spatial, structured, multimedia,
and text data as part of a single record, obviating the need to use mul-
tiple applications. Data collection works offline, and can employ as
many devices as necessary. It is later synchronised opportunistically,
when a network is available. Data can be validated on devices at the time
of capture, or on the server after synchronisation. The server can also be
used to edit data, view data history, selectively revert data to earlier
states, and export data in a variety of formats. The system is designed for
field research, with the goal of requiring as few compromises from re-
searchers or fieldworkers as possible. FAIMS Mobile had previously been
used with some success for a student-led ceramics recording project
(VanValkenburgh et al., 2018 ), and improved recording efficiency in
other settings ( Sobokova et al., 2016 ).

The decision to use mobile software, and FAIMS Mobile in particular,
was based on several factors. First, FAIMS Mobile worked offline. Our
digitisation took place alongside fieldwork, at field bases in rural
Bulgaria. Reliable internet connectivity could not be guaranteed under
these circumstances; a system that tolerated degraded network con-
nectivity was required. In our experience, digitisation work associated
with archaeological research often proceeds under such conditions.
Second, this system met the functional requirements we identified for
geospatial software. It supported the production of a customised map
digitisation system with a simple UI and streamlined workflow, while
still providing essential features including layer management, geometry
creation and editing, capture and association of structured data, import
and use of arbitrary rasters (scanned maps as geotiffs), automated
metadata creation, and data validation. Third, it allowed us to test the
idea that usability approaches from data capture during kinetic field-
work were beneficially transferable to digitisation work. Fourth, we
were already using FAIMS Mobile for in-field legacy data verification,
the project’s main activity. Reusing the platform for digitisation offered
a consistent working environment for users, reduced administrative load
on staff, leveraged our experience with the platform, and avoided any
additional hardware or software costs. Fifth, student volunteers are
accustomed to, and even prefer, ‘slippy-map’, touch-screen interfaces on
mobile devices over the point-and-click, desktop UI idiom. We believed
that the use of the former would make it easier for students to learn the
system, and more likely to stick with digitisation. This choice also
reduced competition for the limited number of computers, ESRI licences,
and desk space available in the field, plus it allowed students to use their

<table>
<thead>
<tr>
<th>Burial mound</th>
<th>Settlement mound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangulation point</td>
<td>Triangulation point on a burial mound</td>
</tr>
<tr>
<td>Bench mark</td>
<td>Bench mark (on a burial mound)</td>
</tr>
</tbody>
</table>

Fig. 2. Map symbols potentially indicating burial or settlement mounds in Soviet topographic maps. Credit: Véra Doležáliková @ 2017
own devices (only two of 12 students brought computers, and none brought mice, but all had mobile devices). Finally, we preferred the use of open-source software customised via code for its redeployability and transparency advantages.

No existing system met these requirements ‘off-the-shelf’, without significant customisation, and no competing product offered enough of an advantage to justify adopting a second geospatial recording system. The primary alternatives assessed, ESRI ArcGIS Collector (now succeeded by Field Maps) and Survey123, had a number of disadvantages, particularly the need to divide map-centric and form-centric recording between the two applications and reconcile the data later, the need for internet connectivity at crucial stages of project setup, and the proprietary nature of the system (Sobotkova et al., 2021, p. 20).

Digitisation of scanned maps deviated from the ‘core’ FAIMS Mobile use-case of field data collection, so it served both as a test of the platform’s adaptability, and as an exploration of the potential benefits offered by repurposing mobile applications for field data capture to digitisation projects.

2.4. Design and implementation of the recording system

The stages of FAIMS Mobile implementation (Fig. 3) included: (1) project staff modelled the data and workflow to ensure that the final dataset met research needs, (2) a junior software developer worked with project staff to customise the system, (3) project staff defined a spatial reference system (SRS) and imported preprocessed historical maps, (4) volunteers drew a shape (usually a point) wherever they saw a target symbol and (5) volunteers transcribed attributes from the map, (6) project staff exported data using the FAIMS Mobile server, (7) project staff undertook a targeted accuracy-checking exercise. This approach moved activities requiring technical expertise to phases where specialists could contribute, while simplifying the tasks assigned to student volunteers as much as possible.

To support this workflow and make work easier for both project staff and participants, FAIMS Mobile automated a number of tasks and provided necessary capabilities. It applied the spatial reference system, rendered maps in the workspace, provided layer management (including a data entry layer), enforced shape topology, displayed pre-defined controlled vocabularies for attribute terms, recorded creation time and author for each record, maintained a history of all changes to data, applied validation to ensure record completeness, merged data from multiple devices, and exported data in common formats. The digitisation interface itself was as streamlined as possible (see Figs. 4 and 5). Volunteers could toggle between a map view for geospatial data interactions and a form view for attribute creation and editing. In the map, they could adjust layer focus and visibility, pan, and zoom. Existing records could be searched, retrieved, inspected, and edited.

Since project staff set up the infrastructure and pre-processed and

Fig. 3. Crowdsourcing approach workflow diagram. Student volunteer activities highlighted red. Dashed box indicates activities taking place in the field.
loaded the required maps, volunteers were insulated from the friction of setup, layer management, data aggregation, export, and backup. GIS features not needed for digitisation were hidden or eliminated. Digitisation and metadata creation required no GIS or computing skills. Students capable of selecting files from a list, panning and zooming a map, dropping a point, and filling out a form were able to create data. Only a few important controls, including layer management, map navigation, record search and retrieval, and shape and attribute creation and editing, were present. As a result, users required almost no training and could focus on the act of digitisation without being distracted by the technology used to accomplish it (Pascoe et al., 2000).

Exported data was consistent and complete, ready for analysis with minimal cleaning. This data adhered to key elements of the FAIR data principles, especially the production of ‘rich’ and ‘plural’ metadata at the time of data creation (principles F2, R1.1–1.3; GO-FAIR, 2017).

The code defining this customisation, along with a description and user guide, can be found on GitHub (https://github.com/FAIMS/map-digitisation/releases/tag/map-dig-2018).

2.5. Evaluating the digitisation approach

The success of this approach became apparent early in the 2017 field season. At that point, we decided to catalogue inputs (time invested by staff and volunteers) versus outputs (features digitised) as part of a research program to evaluate digital approaches to fieldwork (e.g., Sobotkova et al., 2016). To measure inputs, we collated the amount of time spent by various participants in the process, including the student programmer who instantiated the customisation, the student volunteers who undertook the digitisation, and project staff who configured the system, supported volunteers, exported data, and checked for errors. Project records provided much of this data (timesheets from the programmer; record creation timestamps for students using the system), while project staff logged time-on-task for activities in journals. We took the number of features digitised as the output. Additional care was taken in the subsequent 2018 season to ensure these records were as complete as possible, and confirm 2017 time estimates for system set-up, administration, and support in the field. Finally, project staff reviewed
randomly selected digitisation work completed by volunteers to characterise errors.

3. Results

3.1. Project staff time for setup, support, and accuracy-checking

For the first season of use (2017), creating the Map Digitisation customisation of FAIMS Mobile required 35 h from an undergraduate student programmer plus 4 h from staff (Nassif-Haynes et al., 2021). Setup of the server and configuration of the client devices in the field required 3 h from staff. Map preparation (tiling, adding pyramids) required about 1.5 h. Monitoring file compression, upload to the server, and download to devices took an additional 2.5 h. Training and supervision of students took no more than half an hour of staff time across the entire season.

For the second season, adding additional validation to ensure population of latitude and longitude from GPS (see ‘Recoverable data omissions and incomplete records’ below) took 1 h of development from the programmer. In-field set-up required an hour (reusing the same equipment and system as the previous year), map preparation 30 min, file preparation and transfer 1.5 h, and student training and supervision another 30 min.

Across both seasons, customisation, setup, and supervision took about 51 h, including 36 h from the programmer and 15 from project staff. Of this time, initial customisation and setup time before fieldwork was 44 h, while the time required during fieldwork to prepare and distribute maps, and then supervise participants, was 7 h. Finally, re-examination of four randomly selected maps after fieldwork required 6 h of staff time, including desktop GIS setup, confirmation of feature digitisation, and tabulating errors and error rates.

3.2. Student-volunteer digitisation velocity and volume

Fieldwork participants used the Map Digitisation customisation in 2017 and 2018. In 2017, it was used for a total of 125.8 person-hours concentrated across five rainy days, during which time 8,343 features were digitised from 42 Soviet topographic maps (ca. 17,000 sq km). The average time to record a point feature was 54 s, based on start and end times of feature creation as recorded by the devices (representing work time excluding pauses between records).

In 2018, use was more sporadic; participants who stayed at the base for any reason sometimes undertook digitisation. The system was used for 63.6 person-hours, with 2,484 features recorded from 16 maps (ca. 6,500 sq km), an average rate of one record every 92 s.

In total, 10,827 point features, mostly burial and settlement mounds, were recorded in 189.4 student-hours (63 s per record). Fifty-eight map tiles representing about 23,500 sq km were digitised. Since a single point record could be associated with 11 attribute-value pairs, the dataset contained as many as 119,097 discrete values (many captured automatically). The concentrated digitisation in 2017 was more productive than the intermittent work of 2018, but both seasons yielded large and detailed volunteer time-on-task records, we know this effort produced a dataset of 915 features and required about 5–7 h of staff training, support, and error-checking over a three-week period (based on our field journals). The need for high-touch training and support by project staff during fieldwork, combined with a dislike for the activity on the part of students, prevented us from scaling up the use of desktop GIS for volunteer digitisation further, despite attempting to do so. Most volunteers did not persevere with the activity long enough to repay their initial training time. Indeed, one persistent student accounted for almost all the digitised features; without his perseverance, the digitisation effort would have failed entirely. These problems reflect the high cognitive load desktop GIS places on novice users.

By contrast, our customised application met fundamental usability requirements (e.g., Nielsen, 2012), both due to careful design of the customisation itself, and the underlying platform’s implementation of Google’s Material Design guidelines. It also benefited from the UI/UX approach employed for kinetic fieldwork (e.g., Pascoe et al., 2008). The principle that the technology had to conform to the workflow, rather than vice versa, translated particularly well to map digitisation. The result was a simple, familiar mobile application interface that let novices begin work with little training and helped them resume work after any hiatus. Use of controlled vocabularies, automation, and validation reduced errors. Low volunteer attrition indicated satisfaction with the experience. Volunteers could attain a high rate of digitisation quickly and maintain it, although further design refinement could improve the ability of more experienced users to enter data even more quickly (for an example of an optimised system in another domain, see Noble et al., 2020, 2018).

3.4. Application performance

FAIMS Mobile supports automated performance testing (Sobotkova et al., 2021). Such testing, however, works best for structured data input rather than map-driven recording. Automated testing of other customisations suggested that performance would degrade once approximately 3,000–6,000 records had been created. In use, automated extraction of coordinates from GPS into the Latitude/Longitude and Northing/Easting fields, which took three to 5 s with an empty database, took as long as 30 s once a device exceeded about 2,500 records. Deteriorating performance was mitigated by exporting all data and instantiating a new and empty version of the application. Since data structures were identical, aggregation of multiple exports was trivial.

3.5. Data quality

Reports from on-device validation, as well as quality assurance by project leaders, suggest that digitisation accuracy was good. The best digitisers, furthermore, could be both fast and accurate, while the poorest digitisers were often neither fast nor accurate (see Tables 1–3).

3.5.1. Recoverable data omissions and incomplete records

Recoverable data omissions across both years totaled 223 (2.06% of records), including 205 spatial and 18 attribute omissions. Most occurred in 2017 when 192 records (2.3%) had empty latitude and longitude fields and 17 (0.2%) were missing specification of the map symbol. Spatial data omissions resulted from a failure of the software to populate the latitude and longitude fields from the application’s Spatialite geodatabase due to users moving through the forms too quickly (see ‘Application performance’ above). Before the 2018 season, we added validation addressing this problem, resulting in only 13 spatial errors and one attribute omission (0.52%). Since the geodatabase preserved geometries, spatial omissions were corrected by re-extracting latitude and longitude; only two data points could not be recovered. Although fixable, these omissions delayed visualisation and analysis of the data.

3.5.2. Digitisation errors

Unlike some volunteer digitisation projects, overall accuracy was high, over 94% for processed maps. First, participants failed to digitise some assigned maps, leaving noticeable gaps (see Fig. 6). This omission was obvious, and could be corrected in a later digitising session. Second, a review by project staff of four randomly selected maps (7% of the total)
Table 1
2017 digitisation statistics, including time-on-task, digitisation rate, and omissions. Compare Table 3 for digitisation error rates.

<table>
<thead>
<tr>
<th></th>
<th>Hours digitising</th>
<th>Features recorded</th>
<th>Time per feature (seconds)</th>
<th>Missing Lat-Long</th>
<th>Map symbol omissions</th>
<th>Cumulative omission rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student A</td>
<td>28</td>
<td>2302</td>
<td>44</td>
<td>0</td>
<td>1</td>
<td>0.04%</td>
</tr>
<tr>
<td>Student B</td>
<td>22.3</td>
<td>1799</td>
<td>45</td>
<td>36</td>
<td>4</td>
<td>2.2%</td>
</tr>
<tr>
<td>Student C</td>
<td>27.3</td>
<td>1615</td>
<td>61</td>
<td>2</td>
<td>9</td>
<td>0.68%</td>
</tr>
<tr>
<td>Student D</td>
<td>30.8</td>
<td>1526</td>
<td>73</td>
<td>136</td>
<td>2</td>
<td>9.04%</td>
</tr>
<tr>
<td>Student E</td>
<td>17.1</td>
<td>1090</td>
<td>57</td>
<td>18</td>
<td>1</td>
<td>1.74%</td>
</tr>
<tr>
<td>Tester (staff)</td>
<td>0.3</td>
<td>11</td>
<td>20</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Overall</td>
<td>125.8</td>
<td>8343</td>
<td>54</td>
<td>192</td>
<td>17</td>
<td>2.51%</td>
</tr>
</tbody>
</table>

Table 2
2018 student digitisation statistics, including time-on-task, digitisation rate, and omissions. Compare Table 3 for digitisation error rates.

<table>
<thead>
<tr>
<th></th>
<th>Hours digitising</th>
<th>Features recorded</th>
<th>Time per feature (seconds)</th>
<th>Missing Lat-Long</th>
<th>Map symbol omissions</th>
<th>Cumulative omission rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student F</td>
<td>29.1</td>
<td>1305</td>
<td>80</td>
<td>3</td>
<td>0</td>
<td>0.23%</td>
</tr>
<tr>
<td>Student G</td>
<td>25.8</td>
<td>810</td>
<td>115</td>
<td>10</td>
<td>1</td>
<td>1.36%</td>
</tr>
<tr>
<td>Student H</td>
<td>8</td>
<td>335</td>
<td>86</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Student I</td>
<td>0.4</td>
<td>13</td>
<td>103</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Tester (staff)</td>
<td>0.3</td>
<td>21</td>
<td>60</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Overall</td>
<td>63.6</td>
<td>2484</td>
<td>92</td>
<td>13</td>
<td>1</td>
<td>0.56%</td>
</tr>
</tbody>
</table>

Table 3
Digitisation errors (A) and error rates (B) by student. These error rates are calculated from a quality assurance check completed by project staff. Student C’s high false negative rate arises from three sizable, contiguous map sections the student omitted. Compare Table 1: 2017 Digitisation statistics.

A

<table>
<thead>
<tr>
<th></th>
<th>Features identified</th>
<th>False positive</th>
<th>Double-marked</th>
<th>False negative</th>
<th>Classification error</th>
<th>Total errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student A</td>
<td>227</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Student B</td>
<td>203</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Student C</td>
<td>305</td>
<td>0</td>
<td>6</td>
<td>29</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>Student D</td>
<td>64</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Cumulative</td>
<td>799</td>
<td>1</td>
<td>6</td>
<td>42</td>
<td>0</td>
<td>49</td>
</tr>
</tbody>
</table>

B

<table>
<thead>
<tr>
<th></th>
<th>True positives</th>
<th>True feature count</th>
<th>False positive rate</th>
<th>Double-marking rate</th>
<th>False negative rate</th>
<th>Total error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student A</td>
<td>227</td>
<td>230</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.3%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Student B</td>
<td>203</td>
<td>209</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.9%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Student C</td>
<td>299</td>
<td>328</td>
<td>0.0%</td>
<td>2.0%</td>
<td>8.7%</td>
<td>10.6%</td>
</tr>
<tr>
<td>Student D</td>
<td>63</td>
<td>67</td>
<td>1.6%</td>
<td>0.0%</td>
<td>5.9%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Cumulative</td>
<td>792</td>
<td>834</td>
<td>0.1%</td>
<td>0.8%</td>
<td>5.0%</td>
<td>5.9%</td>
</tr>
</tbody>
</table>

Fig. 6. Features digitised in 2017 (pink) and 2018 (purple). Internal white area indicates unfinished map tiles.
found 49 errors from a true count of 834 features, a 5.87% error rate (see Table 3). Forty-two of these errors were false negatives (symbols missed by students). Six were double-marked (Student C digitised a section of a map twice). Students made only one classification error (a similar symbol mistaken for a benchmark), and no outright false positives. Students’ individual error rates ranged from 1.3% to 10.6%. Note that the two fastest digitisers (Students A and B; 44 and 45 s per feature respectively) also had the lowest error rates (1.3 and 2.9%), while the two slowest (Students C and D; 61 and 73 s) had the highest error rates (10.6 and 7.4%). Moreover, 35 of the 49 false negatives were the result of Student C failing to digitise three contiguous sections of an assigned map. These mistakes made his error rate of 10.6% an outlier; excluding Student C would have cut the cumulative error rate in half to 2.8%. Nevertheless, the overall rate of 5.9% exceeded our expectations.

Moreover, the pattern of errors - mostly false negatives and double-marked features, mostly from contiguous map sections - made them relatively easy to identify and correct. Simple expedients, such as assigning multiple students to digitise the same map tiles independently or assigning one student to review work by another, would likely eliminate most errors. Even using staff time, it was much faster to check volunteer work than digitise from scratch.

4. Discussion

Our crowdsourced digitisation effort involving novice volunteers using an adapted mobile application for data capture proved unexpectedly successful. It was only an auxiliary activity undertaken on a time-available basis, intentionally secondary to pedestrian survey. While volunteer-based geographic digitisation projects often enjoy high productivity at low-cost (Goodchild, 2007; Simon et al., 2015), they may face data-quality problems and require continuous access to a network (Pöödr, 2015; Budig et al., 2016; Lin et al., 2014). Our approach was done under field conditions, with inexpensive equipment and limited internet connectivity, yet produced a large (>10,000 features), high-quality (<6% error rate) dataset while placing reasonable demands on both volunteers and staff compared to other approaches.

4.1. Choosing an approach

Digitisation projects will likely choose between one of four principal approaches to digitising historical maps.

1. Have expert staff or specialists digitise features using a desktop GIS;
2. Employ volunteers to digitise features using a desktop GIS with training and support from expert staff;
3. Customise and deploy a collaborative geospatial system that can be used by volunteers, including novices with little GIS experience, backstopped by training and support from expert staff;
4. Invest in a ML approach to automatically extract features, requiring extensive collaboration between project staff and external specialists to train and evaluate a model.

These approaches fall along a continuum from the first, which requires the least setup cost, time, and technical support, but the most ongoing expert involvement, to the last, which requires the greatest setup cost, time, and technical input but the least ongoing expert involvement (Fig. 7). Choosing amongst the approaches involves weighing both qualitative and quantitative considerations inherent to each.

Note that in all following comparisons, we present our experience as a (perhaps idiosyncratic) example. Time per feature included locating it and completing the record, hence the rate reflects the high density and moderate obtrusiveness of archaeological features in Soviet topographic maps, combined with the relative simplicity (and, ultimately, automation) of our digital recording forms. Ranges indicate the limits of our earlier time-on-task recordkeeping. This discussion, furthermore, focuses on our most limited resource: staff time. As such, the calculations below, which propose dataset size thresholds for various approaches, prioritise staff time required for digitisation.

4.1.1. Desktop GIS approaches versus crowdsourcing

After brief workspace setup, project staff with desktop GIS experience could digitise at a sustained rate of 60–75 features per staff-hour. At this rate, the 57 h of staff time devoted to set-up, support, and quality assurance for our crowdsourcing system could have resulted in some 3,420–4,275 staff-digitised features (see Table 4). Such a payoff threshold suggests that digitisation by project staff will be suitable only for smaller datasets. We could not have afforded to dedicate 3.5–4.5 weeks of staff time to digitisation.

Had specialist professional staff instead trained and supervised volunteers to use desktop GIS for digitisation, based on our 2010 digitisation rate of 130–180 features per staff-hour, 57 h might have produced 7,410–10,260 features. At the highest rate, desktop GIS digitisation using novice volunteers is almost competitive with the mobile application approach we used. Scaling to this dataset size, however, assumes that enough volunteers could be retained to complete the work - something we were unable to do in 2010.

By comparison, the 57 h of staff time required for our digitisation approach using a customisation of FAIMS Mobile produced 10,827 features, or about 190 features per staff-hour. This figure, however, understates the value our project realised from volunteer digitisation.

First, customisation of systems like FAIMS Mobile can be outsourced more easily than other project activities. Only 21 of the 57 h needed to support the system came from project staff, while the other 36 h were

<table>
<thead>
<tr>
<th>Approach</th>
<th>Payoff threshold in features digitised</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low estimate</td>
</tr>
<tr>
<td>Crowdsourcing versus project staff using desktop GIS</td>
<td>420</td>
</tr>
<tr>
<td>Crowdsourcing versus volunteers using desktop GIS</td>
<td>910</td>
</tr>
</tbody>
</table>

Fig. 7. Trade-off between time required for setup versus time required for ongoing expert involvement.
completed by a student programmer for a modest cost (ca. AUD $2,000). Those 21 internal staff hours represent a digitisation rate of over 500 features per staff-hour. Twenty-one hours would have yielded just 1,260–1,575 features if staff had digitised them directly, or 2,730–3,780 had we supervised students using desktop GIS.

Second, given competing responsibilities, staff time during the field season was scarce and valuable. We could afford to invest in customisation and setup beforehand, and error checking after, if it reduced staff obligations during fieldwork. Across two seasons, in-field support for volunteers was only 7 h, representing about 1,550 features per in-field staff-hour. Seven hours would only allow staff to directly digitise 420–525 features, or supervise the digitisation of 910–1,260.

Third, the marginal cost for each additional feature digitised is low. This figure includes in-field support and quality assurance (13 h), and translates to 4.3 s of staff support per additional feature. Thus, the larger the dataset, the more value is extracted from the setup and deployment time. Adding more volunteers does not increase setup time at all. Preparing and distributing additional maps took only 6 min per map (6 h for 58 maps). Even adding another field season only costs one additional hour of setup time (based on our 2018 redeployment). By comparison, in 2010, the demands on staff time related to volunteer support never plateaued, as attrition meant that we were constantly onboarding new volunteers, while the learning curve of desktop GIS meant that support time declined only slowly as students became more experienced. The scalability of our crowdsourcing approach makes it more attractive if a project may expand over time to include more volunteers, more redeployments, or more maps.

Finally, qualitative factors also argue for implementing a crowdsourcing approach using a mobile application. First, the need for staff to be continually available to troubleshoot problems with desktop GIS, lest digitisation stall, provided a continual source of stress and distraction. Second, when desktop GIS was used, volunteers perceived digitisation as a burden. Tethered to a computer (which was also needed for other work), doing a time-consuming and tedious task, digitisation was one of the least popular activities, reducing morale and causing friction with other project activities and participants. The switch to a lightweight GIS running on mobile devices nearly eliminated the need for staff interventions and improved volunteer satisfaction. Learning the system was less of a burden, while offline data collection using mobile devices freed volunteers to work when and where they chose, regardless of demand for project computers or the availability of internet in rural Bulgaria. Taken together, this approach better utilised the time, attention, and motivation of both staff and participants.

4.1.2. Machine learning versus crowdsourcing

Automation only pays off if a task is repeated frequently enough (see https://xkcd.com/1205/). Unfortunately, ML papers rarely quantify time-on-task (Uhl et al., 2020; Saeedimoghaddam & Stepinski, 2020; Herrault et al., 2013; Gimmi et al., 2016, p. 9), making it difficult to assess how large a dataset needs to be before the investment in ML approaches yields time savings. The ERC-funded Urban Occupations Project (Can, Gerrits, and Kabadayi 2021), however, provides one benchmark for judging when pursuing a ML approach might be worthwhile. This project reported 1,250 h of manual digitisation to create enough training data to classify roads visible in historical maps of the Ottoman Empire. Using this input, and after additional preprocessing and filtering, an ML expert spent seven days testing and fine tuning the model. The output was impressive: some 300,000 km of roads were digitised. This example, which appears to have required a minimum of about 1,300 h of preparation time alone, suggests that ML approaches are worthwhile for large-scale projects that benefit from the consistent symbology and style (as found in British and Ottoman imperial maps). Time was not divided between specialists and (perhaps untrained) staff or volunteers undertaking training set digitisation, so comparisons with our approach include volunteer time.

A minimum threshold for automation can be extrapolated from our 2017-18 fieldwork and the Urban Occupations Project. We spent 44 staff hours customising and deploying a streamlined geospatial system in FAIMS Mobile, 184 participant-hours digitising features, seven staff-hours directly supporting that digitisation, and six staff hours checking for errors. These 241 h produced a dataset of 10,827 features, a rate of 44.9 features/person-hour. At that rate, the 1,300 h it took to deploy the ML approach taken by Can, Gerrits, and Kabadayi would yield about 58,400 records, assuming that all features discovered by the ML model take zero additional personnel time, that our target symbols are no more difficult to extract than road segments, and discounting time the Urban Occupations Project spent on quality assurance, which they did not report.

To summarise in round numbers, a crowdsourcing approach like ours is most suitable for datasets numbering perhaps 10,000–60,000 records, assuming similar feature characteristics and data collection requirements (see Table 5). Below 10,000 records, approaches using desktop GIS should be considered. Under the most conservative scenario that considers all invested time, the use of our system pays off between about 3,500–4,500 features versus direct digitisation by staff using desktop GIS, and about 7,500–10,000 features versus support for volunteers using desktop GIS. Projects where staff time is at a premium, or that operate alongside fieldwork where staff have many competing demands, may find it valuable for smaller datasets (even those below 1,000 records). Above 60,000 records, ML approaches should be contemplated, but only if a project has access to the requisite expertise.

4.2. Combining crowdsourcing and ML approaches

Finally, since training a model requires a manually produced dataset and a degree of manual error-checking, a combination of ML and crowdsourcing approaches might serve even large-scale projects. A dataset big enough to justify ML will likely need a training dataset big enough to warrant crowdsourcing, especially if the features or background are variable. Once the crowdsourcing platform has been built, moreover, it can be used to produce additional datasets for error-checking to confirm the accuracy of the ML results. The approaches are not exclusive, therefore, but complementary.

4.3. Overall feasibility

Today, a typical project in history or archaeology - often small, under-resourced, and pursuing several research activities - may not be able to dedicate the personnel, infrastructure, or attention needed to incorporate ML successfully, but could deploy a collaborative geospatial system for crowdsourcing map digitisation. Deploying such a system requires a higher up-front investment in time and expertise than use of desktop GIS approaches, but it is feasible. A project with a digital humanist or similar technologist with skills at the level of core Software Carpentry lessons (TheCarpenters, 2023) can customise and operate a generalised platform such as FAIMS Mobile to implement an effective crowdsourcing system. An entire class of software for customisable geospatial data collection on mobile devices exists (e.g., ArcGIS Field Maps, QField, Margin Maps, or GeoODK). Many of these systems attempt to make customisation as easy as possible, a goal at the heart of recent FAIMS redevelopment (ARDC, 2022); in future the technical barriers to

Table 5

<table>
<thead>
<tr>
<th>Approach</th>
<th>Payoff threshold (number of features)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowdsourcing versus project staff using desktop GIS</td>
<td>4,500</td>
</tr>
<tr>
<td>Crowdsourcing versus volunteers using desktop GIS</td>
<td>10,000</td>
</tr>
<tr>
<td>Crowdsourcing versus machine learning</td>
<td>60,000</td>
</tr>
</tbody>
</table>
deploying such systems will likely decline.

5. Conclusion

Toolkits for historical map digitisation have expanded dramatically in the last decade. Projects need to weigh the trade-offs between different approaches. The complexity of full-featured, desktop GIS makes it difficult for novices to use, limiting the scale of digitisation. ML approaches require significant resources and expertise to avoid failures arising from training bias or other pitfalls. Purpose-built, lightweight, collaborative geospatial data recording systems fill the gap between. Our use of FAIMS Mobile facilitated offline, multi-user map-feature digitisation, minimised post-processing, supported multiple data types, and produced high-quality data aligning with our methods and aims - with few compromises, work-arounds, or other technological distractions.

The deployment of the Map Digitisation FAIMS Mobile customisation facilitated the rapid digitisation (57 staff-hours; 184 volunteer-hours; 241 total) of 10,827 features found in Soviet topographic maps, including the collection of geospatial data, structured data, text, and metadata. It required only modest hardware and minimal supervision, but supported offline operation, including in-field setup, data collection, synchronisation across multiple devices, and data backup and export, so it could be deployed alongside other project activities during fieldwork. All collected data was available daily for review, and a comprehensive, FAIR-compliant dataset was ready for analysis with less than 2 h of processing after collection. Overall quality of this dataset was high. Some 2% of records had recoverable data omissions which were corrected during post-processing and subsequently minimised through the addition of validation. An accuracy check by staff covering 7% of digitised features indicated an error rate of under 6%; errors were predictable and would be easily mitigated by redundant digitisation by volunteers or volunteer peer review. If staff time is the primary limiting resource, our approach becomes worthwhile for datasets no larger than about 4,500 features versus direct digitisation of features by expert staff, and no larger than about 10,000 features versus volunteer digitisation using desktop GIS. It may pay off for fewer than 1,000 if project staff time is at a premium. It remains the most efficient approach for datasets up to at least 60,000 features, above which automated approaches like crowdsourcing versus machine learning. More projects - whether they have managed or been employed by the Field Acquired Information Management Systems (FAIMS) project, a university-based research infrastructure project. FAIMS was primarily grant-funded, but also offered customisation and support on a fee-for-service basis through a research consultancy arrangement at Macquarie University (no fees arose from this project).
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