Mapping Canopy Chlorophyll Content in a Temperate Forest Using Airborne Hyperspectral Data
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Abstract: Chlorophyll content, as the primary pigment driving photosynthesis, is directly affected by many natural and anthropogenic disturbances and stressors. Accurate and timely estimation of canopy chlorophyll content (CCC) is essential for effective ecosystem monitoring to allow for successful management interventions to occur. Hyperspectral remote sensing offers the possibility to accurately estimate and map canopy chlorophyll content. In the past, research has predominantly focused on the use of hyperspectral data on canopy chlorophyll content retrieval of crops and grassland ecosystems. Therefore, in this study, a temperate mixed forest, the Bavarian Forest National Park in Germany, was chosen as the study site. We compared different statistical models (narrowband vegetation indices (VIs), partial least squares regression (PLSR) and random forest (RF)) in their accuracy to predict CCC using airborne hyperspectral data. The airborne hyperspectral imagery was acquired by the AisaFenix sensor (623 bands; 3.5 nm spectral resolution in the visible near-infrared (VNIR) region, and 12 nm spectral resolution in the shortwave infrared (SWIR) region; 3 m spatial resolution) on July 6, 2017. In situ leaf chlorophyll content and leaf area index measurements were sampled from the upper canopy of coniferous, mixed, and deciduous forest stands in July and August 2017. The study yielded the highest retrieval accuracies with PLSR (root mean square error (RMSE) = 0.25 g/m², \(R^2 = 0.66\)). It further indicated specific spectral regions within the visible (390–400 nm and 470–540 nm), red edge (680–780 nm), near-infrared (1050–1100 nm) and shortwave infrared regions (2000–2270 nm) that were important for CCC retrieval. The results showed that forest CCC can be mapped with relatively high accuracies using image spectroscopy.
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1. Introduction

Chlorophyll is the primary pigment driving photosynthesis. Its content is affected by anthropogenic and natural stressors, such as water or nutrient shortage or oversupply, insects, herbivores, pollution or diseases [1–3]. Therefore, plant chlorophyll content is typically used as a bioindicator of vegetation...
state [4–7]. Further, it is a crucial measure of ecosystem functioning and has therefore been suggested as an Essential Biodiversity Variable (EBV) to monitor progress towards the Aichi Biodiversity Targets [8,9].

Remote sensing technologies offer the possibility of detecting changes in chlorophyll content with a high spatial coverage over short time periods, allowing consistent monitoring of ecosystems [10]. Optical remote sensing of chlorophyll content is based on the principle that leaf reflection is influenced by water, chlorophyll and dry matter content, and the internal structure of the leaf [7,11,12]. Stress-induced by environmental or anthropogenic stressors alters the composition and content of the biophysical and biochemical properties of vegetation which can be detected by different regions of the electromagnetic spectrum [6,13,14].

Methods for assessing plant traits include physical/deductive models (i.e., radiative transfer models) and statistical/empirical models (e.g., vegetation indices and multivariate analysis techniques) [15]. While radiative transfer models are often considered more accurate than vegetation indices, they are complex and difficult to calibrate as they require measurements of several biophysical parameters [16]. Vegetation indices (VIs) are commonly used to identify relationships between spectral signatures of vegetation and specific biophysical and biochemical parameters by mathematically relating two or more spectral bands [17,18]. Combining spectral bands rather than using individual bands minimizes solar irradiance and soil background [19]. Thus, VIs have proven to be a simple but effective method in assessing vegetation stress and estimating vegetation traits [20–23].

The application of multispectral broadband indices (>10 nm) has shown to be restricted when dense canopies reach a saturation point [24]. Narrowband indices calculated from hyperspectral images can overcome this problem by allowing a more precise selection of specific spectral regions from an almost continuous spectrum which is sensitive to specific vegetation parameters such as chlorophyll [25,26]. Further, narrowband vegetation indices have been used to detect vegetation stress and estimate chlorophyll content [5,23,26–30]. As such, [26] achieved an accurate assessment of grassland CCC ($R^2 = 0.69$) using a narrowband soil adjusted vegetation index. Haboudane et al. [27] integrated the Modified Chlorophyll Absorption in Reflectance Index (MCARI) and the Transformed Chlorophyll Absorption in Reflectance Index (TCARI) to predict crop CCC from PROSAIL simulated hyperspectral data. Inoue et al. [5] compared multivariable regression models and narrowband indices for CCC estimation of different vegetation types (crops and grasslands). They achieved the highest accuracy using a narrowband simple ratio index using wavelengths from the infrared and red-edge regions (815 nm and 704 nm).

The high spectral resolution of hyperspectral images, however, also leads to high dimensionality and collinearity of predictor variables (spectral bands) [14,31,32]. Multivariate statistical analysis techniques, such as partial least squares regression (PLSR), and the non-parametric statistical classifier random forest (RF), are designed to process data with high dimensionalities and are suitable for analysing highly collinear datasets [33,34].

A multitude of research has focused on the accurate retrieval of leaf chlorophyll content (LCC) and CCC using various remote sensing data sources and methods. At the leaf level, estimates of chlorophyll have been achieved for broad leaves and needles [7,29,35]. At the canopy level, most research has focused on crop and grassland ecosystems [5,26,36–39] with only limited research on forest CCC [40]. Moreover, research directed at forest CCC has concentrated on physical models such as radiative transfer model inversion over statistical models such as vegetation indices [3,41].

Recently, [42] compared different methods for retrieving CCC in the same forest as our study site using Sentinel-2 satellite imagery. They compared both vegetation indices, non-parametric statistical approaches, and radiative transfer model inversions. Their results suggested that statistical approaches outperformed physical models.

In this study, we investigate the potential of airborne hyperspectral data to estimate forest canopy chlorophyll content using narrowband vegetation indices as well as multivariate methods, including PLSR and RF regression. The predictive performance of all models was determined using in situ data.
2. Materials and Methods

2.1. Study Site

The Bavarian Forest National Park (BFNP) is located in south-eastern Germany (49°3′19″N, 13°12′9″E). It was established in 1970 as Germany’s first National Park. In 1997, the original park area (Rachel-Lusen region) was increased by the former forestry enterprise Zwiesel and Regen and some privately-owned areas. The park covers 24,369 ha and together with the Bohemian Forest/Šumava (Czech Republic) it forms the largest continuous strictly protected area of forests in Central Europe totalling 900 km² [43].

The mean elevation is 930 m with the highest peak reaching 1453 m. The park can be divided into three distinct forest types [43]. The highlands are characterised by sub-alpine spruce forest which is almost exclusively dominated by Norway spruce (Picea abies). Hillsides (700–1050 m) contain mountain mixed forests dominated by Norway spruce, European beech (Fagus sylvatica) and silver fir (Abies alba). Valley bottoms are characterised by alluvial spruce forests with Norway spruce being the dominant tree type [44].

2.2. Data Collection and Processing

2.2.1. Hyperspectral

The airborne hyperspectral imagery was acquired by the AisaFenix sensor (SPECIM, Spectral Imaging Ltd, Oulu, Finland) during a flight campaign of the European Facility for Airborne Research in Environmental and Geo-sciences (EUFAR) on 6 July 2017. The AisaFenix sensor provides 623 spectral bands at 3.5 nm spectral resolution in the visible near-infrared (VNIR) region (380–970 nm), and 12 nm spectral resolution in the shortwave infrared (SWIR) region (970–2500 nm) at a 3 m spatial resolution. The 29 flight lines were atmospherically corrected with a radiative transfer approach and the application of a bidirectional reflectance distribution function (BRDF) within the ATCOR4 software. The flight lines were atmospherically corrected with a radiative transfer approach and the application of a bidirectional reflectance distribution function (BRDF) within the ATCOR4 software. The flight lines were atmospherically corrected using a digital elevation model (DEM) from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) to apply the rough terrain model within ATCOR4. A mosaic of images was generated from the atmospherically and geometrically corrected (Czech Republic) it forms the largest continuous strictly protected area of forests in Central Europe totalling 900 km² [43]. The mean elevation is 930 m with the highest peak reaching 1453 m. The park can be divided into three distinct forest types [43]. The highlands are characterised by sub-alpine spruce forest which is almost exclusively dominated by Norway spruce (Picea abies). Hillsides (700–1050 m) contain mountain mixed forests dominated by Norway spruce, European beech (Fagus sylvatica) and silver fir (Abies alba). Valley bottoms are characterised by alluvial spruce forests with Norway spruce being the dominant tree type [44].
2.2.2. Field Data

Biophysical and biochemical parameters across 40 plots were collected from coniferous, broadleaf and mixed forest stands using stratified random sampling in July and August 2017 [45]. A Leica 1200 differential Global Positioning System (GPS) (geometric accuracy of sub-meter after post-processing) was used to record the centre location of each 30 × 30 m north-oriented plot.

Leaf/needle samples were collected from the upper canopy. Sunlit leaves/needles from the upper canopy were collected using a crossbow, and shaded leaves/needles from the lower canopy were collected with extendable secateurs [46]. Leaf chlorophyll content (LCC) was measured immediately with the handheld CCM-300 chlorophyll content meter (OPTI-SCIENCES, Hudson, NY, USA). Leaf area index (LAI) was measured with the LAI 2200 Plant Canopy Analyzer (Li-COR Inc, Lincoln, NE). Three readings were taken from above the canopy and five below [7,42]. LCC was weighted by species biomass for each plot [40]. Canopy chlorophyll content (total of chlorophyll a and b pigments per square meter ground area (g/m²) [37]) was obtained by multiplying the average LAI and LCC per plot [26,36]. Table 1 describes the statistics of the collected field data.

Table 1. Descriptive statistics of the in situ measurements: leaf area index (LAI), leaf canopy content (LCC) and canopy chlorophyll content (CCC) (n = 30). Ten of the 40 plots were not included in the analysis as they were outside the image extent or covered by clouds.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>LAI (m²/m²)</th>
<th>LCC (µg/cm²)</th>
<th>CCC (g/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>2.11</td>
<td>34</td>
<td>0.95</td>
</tr>
<tr>
<td>Maximum</td>
<td>5.29</td>
<td>51</td>
<td>2.45</td>
</tr>
<tr>
<td>Mean</td>
<td>3.87</td>
<td>42</td>
<td>1.64</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.92</td>
<td>4</td>
<td>0.43</td>
</tr>
</tbody>
</table>

2.3. Methods

2.3.1. Hyperspectral Vegetation Indices

The methodological framework is outlined in Figure 2. The average spectrum of all pixels within a radius of 4 pixels around the centroid of the field plots (27 × 27 m to avoid edge effects) was extracted from each corresponding flight line. Where a field plot was covered by multiple flight lines, the reflectance was extracted from all cloudless lines and averaged for each plot. Ten of the 40 plots were not included in the analysis as they were outside the image extent, covered by clouds in all flight lines or affected by georeferencing errors. The statistical software R was used for the computation of all models and model validation [47].

Narrowband vegetation indices were calculated systematically for all possible two-band combinations of 623 bands between 380 nm and 2500 nm (623 × 622 = 387,506 wavelength combinations) for narrowband normalised difference vegetation index (nNDVI), narrowband simple ratio index (nSRI), narrowband carotenoid reflectance index (nCRI), narrowband modified simple ratio index (nMSR), narrowband optimised soil adjusted vegetation index (nOSAVI), and narrowband Datt derivative index (nDD) which uses the first derivative of the spectrum. The first derivative was calculated after the spectra were smoothed using the Savitzky–Golay filter from the “prospectr” package in R with a window size of 11, and second-degree polynomial order [48].
2.3. Methods

2.3.1. Hyperspectral Vegetation Indices

The methodological framework is outlined in Figure 2. The average spectrum of all pixels within a radius of 4 pixels around the centroid of the field plots (27 × 27 m to avoid edge effects) was extracted from each corresponding flight line. Where a field plot was covered by multiple flight lines, the reflectance was extracted from all cloudless lines and averaged for each plot. Ten of the 40 plots were not included in the analysis as they were outside the image extent, covered by clouds in all flight lines or affected by georeferencing errors. The statistical software R was used for the computation of all models and model validation.

Figure 2. Methodological framework of the study. Red rectangles are representing input data, grey analysis steps and blue outputs.

The two-band indices were calculated according to the formulae below:

\[
n\text{NDVI} = \frac{R_{\lambda_1} - R_{\lambda_2}}{R_{\lambda_1} + R_{\lambda_2}} \quad (1)
\]

\[
n\text{SRI} = \frac{R_{\lambda_1}}{R_{\lambda_2}} \quad (2)
\]

\[
n\text{CRI} = \frac{1}{R_{\lambda_1}} - \frac{1}{R_{\lambda_2}} \quad (3)
\]

\[
n\text{MSR} = \frac{R_{\lambda_1}}{R_{\lambda_2}} - \frac{1}{(\frac{R_{\lambda_1}}{R_{\lambda_2}} + 1)^{0.5}} \quad (4)
\]

\[
n\text{OSAVI} = (1 + 0.16) x \frac{(R_{\lambda_1} - R_{\lambda_2})}{(R_{\lambda_1} + R_{\lambda_2} + 0.16)} \quad (5)
\]

\[
n\text{DD} = \frac{D_{\lambda_1}}{D_{\lambda_2}} \quad (6)
\]

where \( R \) is the reflectance value at wavelengths \( \lambda_1 \) and \( \lambda_2 \), respectively, and \( D \) is the first derivative value at wavelengths 1 and 2, respectively.
Additionally, all possible three-band combinations of 623 bands between 380 nm and 2500 nm (623 × 622 × 621 = 240,641,226 wavelength combinations) were calculated for narrowband MERIS terrestrial chlorophyll index (nMTCI) according to formula (7):

\[
nMTCI = \frac{R_{\lambda_1} - R_{\lambda_2}}{R_{\lambda_2} - R_{\lambda_3}}
\]

where R is the reflectance value at wavelengths \(\lambda_1\), \(\lambda_2\) and \(\lambda_3\), respectively. All narrowband VIs were calculated in R [47].

The normalised difference vegetation index (NDVI) was originally developed to quantify vegetation state [49]; it is commonly used for chlorophyll content as the normalised difference between red and near-infrared wavelengths are sensitive to the amount of photosynthetically active vegetation [20]. Simple ratio indices (SRI) [50] are the simplest way to combine wavebands with [51] introducing one of the first SRIs by taking the ratio of near-infrared and red wavelengths to estimate leaf area index. In a review of several vegetation indices and other models, Inoue et al. [5] demonstrated that an SRI using 815 nm for the NIR region combined with either 704 nm from the red-edge region or 578 nm from the green region was the most robust method of assessing CCC. The carotenoid reflectance index (CRI) is based on SRI and was introduced to account for differences in leaf structure between different plant species from different climatic regions [52]. The modified simple ratio index was proposed as a non-linear function of NDVI—less sensitive to geometrical and optical variations of plant canopies compared to NDVI [53]. The optimised soil adjusted vegetation index (OSAVI) belongs to the group of soil adjusted indices which include a canopy background adjustment factor aimed at reducing the effect of soil on reflectance values in areas with sparse vegetation [54]. The soil adjusted vegetation index was originally introduced by [24] and uses an adjustment factor of 0.5. The transformed soil adjusted vegetation index (TSAVI) further evolved this concept by using the slope and intercept of the soil line as well as a coefficient value 0.08 to minimise soil effects [55]. OSAVI was subsequently suggested as a simplified version of TSAVI that does not require prior knowledge about the soil line [54]. It includes an adjustment factor of 0.16 as this was found to reduce soil noise for both low and high canopy cover environments. Datt derivative index (DDI) [56] uses the first derivative spectrum and therefore the slope and curvature of reflectance curves rather than individual reflectance values [57]. It thereby aims to reduce the variations of scatter caused by variations in canopy density, leaf structure and soil background [56]. Consequently, derivative indices have reduced sensitivity to soil background reflection [58]. MERIS terrestrial chlorophyll index (MTCI) was developed for the Medium Resolution Imaging Spectrometer (MERIS) as a simple substitute for red edge inflection point (REIP) calculations [59]. REIP is defined as the wavelength at the point of the steepest slope between peak absorption in the green region and maximum reflectance in the near-infrared region. The REIP changes its position towards shorter or longer wavelengths depending on chlorophyll and water content [60]. MTCI was found not to saturate at high chlorophyll content, unlike REIP and traditional vegetation indices. MTCI and its successor OLCI Terrestrial Chlorophyll Index are therefore used as a standard global terrestrial product by the European Space Agency (ESA) [61].

2.3.2. Regression Models for VIs

Simple linear regression models were fitted between the measured CCC from 30 field sites and all possible two-band combinations of nNDVI, nSRI, nCRI, nMSR, nOSAVI, and nDD, and all possible three-band combinations of nMTCI [26]. The coefficient of determination \(R^2\) was used to rank the wavelength combinations for each index. Cross-validated coefficient of determination and cross-validated root mean square error were calculated using the train function of the “caret” package in R [62].
2.3.3. Partial Least Squares Regression

Partial least squares regression (PLSR) is one of the most widely adopted multivariate statistical analysis techniques for hyperspectral data and is frequently used as a predictive model for environmental variables \[21,26,63\]. PLSR is a regression method that iteratively chooses linear combinations of the predictor variables which have the maximum correlation with the response variable \[64\]. It thereby minimises the dimensionality of datasets and breaks the variables into independent, uncorrelated components \[65\]. PLSR is designed to process data with high dimensionalities and can use all variables (i.e., spectral bands) simultaneously \[21,26\]. Further, PLSR is capable of handling data where the number of predictors exceeds the number of observations and where predictors are highly correlated \[66\]. Rännar et al. \[67\] introduced the so-called “wide kernel pls” specifically for this case.

The “wide kernel pls” regression model was trained on all 623 spectral bands from 380 nm to 2500 nm. The reflectance values were scaled prior to model fitting by dividing each variable by its standard deviation.

PLSR, like other multivariate methods, can be prone to overfitting through selecting too many components. If this is the case, the model does not include wavelengths that are causally related to the vegetation parameter of interest. Consequently, a regression may appear strong and statistically significant, but may not be applicable to datasets other than the one used for building the model. Therefore, choosing the optimal number of components is a critical step in model building. Overfitting is related to model bias and variance, with overfitted models typically showing low bias and high variance \[68\]. Thus, one of the most common methods when choosing the optimal number of components to be included in the model is based on an evaluation of the variance through cross-validation.

Here, we selected the number of components of the PLSR model based on the root mean square error (RMSE) between the measured and predicted CCC values using leave-one-out cross-validation. To prevent overfitting, components were only added to the model if they decreased the RMSE of cross-validation by \(>2\%\) \[26,69\].

The PLSR model was calculated using the “caret” package in R \[62\] and verified using the “pls” package in R \[70\].

2.3.4. Random Forest

The Random Forest algorithm (RF) is a non-parametric statistical analysis tool that is based on the classification and regression trees (CART) method \[71\]. It consists of a large number of individual decision trees that work as an ensemble \[66\]. RF uses bagging (bootstrap aggregation) to ensure a low correlation between models created by different trees. Bagging creates random combinations of the predictor variables, where the same variable can be selected multiple times, to build the individual trees \[72\]. In each tree, the data are split into in-bag (training) and out-of-bag (testing) samples, and each tree predicts the out-of-bag sample. The predictions of all trees are averaged in order to prevent overfitting of individual trees and to reduce the overall model variance \[73\]. In each tree, the variables to split the samples are selected randomly \[71\]. The number of splits (mtry), as well as the number of trees (ntree), need to be optimised.

RF is capable of dealing with complex relationships between predictors and responses, noisy data and data with a large number of variables \[71\]. It can therefore be used for the prediction of environmental variables from remote sensing data including hyperspectral images \[74–76\].

The RF model was trained on all 623 spectral bands from 380 nm to 2500 nm in the “caret” package in R \[62\]. mtry and ntree were tuned empirically to generate the lowest RMSE using leave-one-out cross-validation \[77\]. Input variables (i.e., spectral bands) were selected based on their variable importance which is computed as the average increase in the squared residuals of the out-of-bag samples when a predictor variable is permuted.
Correlated predictor variables can affect the performance of the random forest algorithm [78,79]. Therefore, two feature elimination methods were additionally tested.

Firstly, random forest recursive feature elimination (RF-RFE) was implemented in the “caret” package in R. Random feature elimination (RFE) [80] iteratively trains the random forest model and ranks input variables based on their mean decrease of accuracy (MDA). MDA is calculated by randomly adding input variables and assessing how much the prediction accuracy decreases with each added variable—a larger decline in prediction accuracy corresponds with a higher importance of that variable. During each iteration, the input variable with the lowest MDA is removed [81]. Based on the RFE process, 50 spectral bands were selected and subsequently used to train the random forest algorithm. mtry and ntree were tuned empirically to generate the lowest RMSE using leave-one-out cross-validation.

Secondly, the spectral bands with the highest variable importance of the original RF model with 623 predictors were determined using the varImp function in the “caret” package in R. Subsequently, the random forest algorithm was fitted with only the most important spectral bands based on this method (n = 38). mtry and ntree were tuned empirically to generate the lowest RMSE using leave-one-out cross-validation.

2.3.5. Validation

Cross-validation was used to verify and compare all models. In cross-validation, one part of the dataset is used to fit the model, and the remaining part is used to test it [73]. In leave-one-out cross-validation (LOOCV), n − 1 samples are used for model fitting and models are validated by the remaining one sample [82]. The procedure is repeated n times so that each sample is used for both model fitting and testing. In this study, 29 samples were used to fit the model, and this was repeated 30 times in the R packages used to compute each model. LOOCV is understood to give an approximately unbiased test error and is an effective validation method for small datasets where it is not feasible to split the data into training and test samples [63,83]. In this study, cross-validated root mean square error (RMSE) and coefficient of determination \( R^2 \) were used to rank the models, with

\[
RMSE = \sqrt{\frac{\sum (y - z)^2}{n}} \tag{8}
\]

\[
R^2 = \left( \frac{n \sum xy - (\sum x)(\sum y)}{\sqrt{\left[ n \sum x^2 - (\sum x)^2 \right] \left[ n \sum y^2 - (\sum y)^2 \right]}} \right)^2 \tag{9}
\]

where \( y \) = predicted values, \( z \) = measured values. This is a common method for comparing different models [35].

2.3.6. Mapping Canopy Chlorophyll Content

The most accurate multivariate method, the most accurate 2-band combination VI, and the most accurate 3-band combination VI were selected and inverted to map the CCC of two selected flight lines. The inversion of the VIS was performed in R by applying the regression function to the flight lines. The PLSR inversion was performed by using the predict function in “caret” [62].

A land cover map available from the national park administration was used to analyse the distribution of CCC for standing coniferous, deciduous, and mixed stands for each map by computing the zonal statistics of CCC for each group in ArcGIS Pro 2.5. A description of the land cover classes can be found in [84].
3. Results

3.1. Model Selection

3.1.1. Narrowband Vegetation Indices

The optimal band combinations with CCC for all seven tested vegetation indices were determined by computing the coefficient of determination ($R^2$) for all possible waveband combinations. All indices with the optimal combination were significantly correlated with CCC ($p < 0.01$) (Table 2).

<table>
<thead>
<tr>
<th>Index</th>
<th>RMSE (g/m$^2$)</th>
<th>$R^2$</th>
<th>$R_{A1}$</th>
<th>$R_{A2}$</th>
<th>$R_{A3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>nMTCI</td>
<td>0.27</td>
<td>0.61</td>
<td>1819.52</td>
<td>1996.52</td>
<td>390.07</td>
</tr>
<tr>
<td>DD</td>
<td>0.28</td>
<td>0.58</td>
<td>528.83</td>
<td>735.02</td>
<td>748.38</td>
</tr>
<tr>
<td>nNDVI</td>
<td>0.30</td>
<td>0.5</td>
<td>748.83</td>
<td>745.38</td>
<td>748.83</td>
</tr>
<tr>
<td>nSRI</td>
<td>0.30</td>
<td>0.49</td>
<td>736.75</td>
<td>748.83</td>
<td>748.83</td>
</tr>
<tr>
<td>MSR</td>
<td>0.30</td>
<td>0.5</td>
<td>745.38</td>
<td>748.83</td>
<td>748.83</td>
</tr>
<tr>
<td>nOSAVI</td>
<td>0.30</td>
<td>0.5</td>
<td>745.38</td>
<td>748.83</td>
<td>748.83</td>
</tr>
<tr>
<td>nCRI</td>
<td>0.33</td>
<td>0.42</td>
<td>561.3</td>
<td>554.45</td>
<td></td>
</tr>
</tbody>
</table>

The highest retrieval accuracy for CCC was obtained with the narrowband MERIS terrestrial chlorophyll index (nMTCI) (RMSE = 0.27 g/m$^2$, $R^2 = 0.61$), comprising a three-band combination. The most accurate nMTCI was based on two wavelengths in the shortwave infrared region (1820 nm and 1997 nm) combined with one wavelength from the blue region (390 nm) (Figure 3). All well-performing band combinations of nMTCI were based on either wavelength 1 from the green region and wavelength 2 from the red edge/NIR region combined with all possible spectral regions for wavelength 3 except shortwave infrared (blue rectangle); or based on combinations with all three bands located in the red edge (red circle).

The narrowband Datt derivative index (nDD) yielded the highest retrieval accuracy of the two-band combination indices (RMSE = 0.28 g/m$^2$, $R^2 = 0.580$), with one wavelength in the green region and one in the red edge region. Figure 4 shows the 2-D correlation matrix for nDD with all $R^2$ values of CCC and the calculated nDD values. The vertical and horizontal black lines specify the location of the red edge region between 680 nm and 780 nm. It shows that most of the $R^2$ hotspots occur in this region.

The optimal band combinations of nNDVI, nSRI, nMSR and nOSAVI were all located in the red edge. They performed equally well at predicting CCC, and there was no statistically significant difference in their retrieval accuracy ($p > 0.05$).

3.1.2. PLSR

The optimal number of components for partial least squares regression was chosen through leave-one-out cross-validation. The optimal number of components selected was five components. PLSR outperformed all other models by yielding both lower RMSE and higher $R^2$ (RMSE = 0.25 g/m$^2$, $R^2 = 0.66$).
Figure 3. 3-D correlation matrix of CCC and narrowband MERIS terrestrial chlorophyll index (MTCI) for all combinations of wavelengths that yielded R² values of 0.6 or higher (not cross-validated). The arrow in the top right corner points to the location that indicates the index with the optimal wavelength combination. The blue rectangle indicates the band combinations with wavelength 1 in the green region, wavelength 2 in the red edge region and wavelength 3 in one of the listed regions except shortwave infrared. The red circle shows the band combinations with all three wavelengths in the red edge.

Figure 4. 2-D correlation plot of R² of canopy chlorophyll content and narrowband Datt derivative index (not cross-validated). The vertical and horizontal black lines indicate the red edge region between 680–780 nm.
3.1.3. Random Forest

The optimal tuning parameters for the random forest algorithm were determined with leave-one-out cross-validation. mtry = 11 and ntree = 50 yielded the lowest RMSE for the model using all 623 bands. Despite tuning parameter optimisation, the random forest was the least accurate of all tested models (RMSE = 0.42 g/m²) and had a low correlation with CCC (R² = 0.07).

Both feature elimination methods improved the random forest model. Recursive feature elimination with 50 spectral bands yielded an RMSE = 0.40 g/m² and R² = 0.12.

The variable importance algorithm returned that 38 spectral bands explained 50% of the overall importance. Fitting the random forest algorithm with those 38 bands achieved the same metrics as the method using recursive feature elimination with 50 bands. The spectral bands selected with the two models were not the same.

3.1.4. Model Comparison

Three models were selected for upsampling to the hyperspectral transect and further analysis. PLSR was chosen as the most accurate multivariate method, nMTCI with wavelength 1 = 1819.52 nm, wavelength 2 = 1996.52 nm and wavelength 3 = 390.07 nm was selected as the most accurate three-band combination vegetation index, and nDD with wavelength 1 = 528.83 nm and wavelength 3 = 735.02 nm was selected as the most accurate two-band combination vegetation index. Note that in the following figures, only these three selected models are displayed.

Figure 5 displays the relationship between the measured in situ CCC, and the values predicted by the three models. PLSR shows the least variation around the dotted line which indicates the 1:1 relationship between predicted and measured values. Figure 5b,c approach an asymptote and thus indicate a curvilinear relationship between measured and predicted values by PLSR and nDD. All three models predicted the same mean CCC as the in situ CCC (μ = 1.64), and a slightly higher median CCC (Figure 5d).
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**Figure 5.** Scatterplot of the in situ CCC and predicted values made by (a) nMTCI with optimal wavelength combinations, (b) nDD with optimal wavelength combinations, and (c) Partial least squares regression (PLSR) with five components. The dotted line shows the 1:1 relationship between predicted and measured values. (d) Boxplot of in situ and predicted CCC (g/m²) using the three selected models. Mean CCC was 1.64 g/m² for all models as well as in situ CCC. The median predicted CCC was 1.67 g/m², 1.69 g/m² and 1.65 g/m² for nDD, nMTCI and PLSR, respectively. The median in situ CCC was 1.64 g/m².
3.2. Mapping Canopy Chlorophyll Content

The three selected models were used to map CCC along two flight lines; the lines were selected due to low cloud cover. Flight line 193 (FL193) is in the northern part of the Bavarian Forest National Park (Figure 1, site 2). Flight line 143 is located in the southern part of the national park which is also known as the Rachel-Lusen region (Figure 1, site 1). The CCC maps produced with PLSR were more accurate at distinguishing between adjacent areas with different land cover classes. Figure 6 shows a close-up of one flight line (FL193). It displays changes in CCC (mapped with PLSR) which correspond to different land cover classes (Figure 6b) as well as areas where deadwood was recorded (Figure 6c). Areas of high CCC coincide with deciduous and mixed forest, while areas of lower CCC coincided with areas with deadwood or salvage locked areas. The complete CCC maps of flight lines 143 and 193 can be found in the Appendix A (Figures A1–A3).

Table 3 summarizes the basic statistics of the predicted CCC for deciduous, mixed, and coniferous forest stands using the three selected models, as well as the in situ measurements (n = 30). All models estimated higher CCC for deciduous areas compared to mixed and coniferous stands. The estimated values are similar for all models and in the same range as the in situ measurements.
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**Figure 6.** Close up of eastern site of light line 193; (a) Canopy chlorophyll content map derived with PLSR, (b) Land cover classification map, (c) Deadwood classification map, (d) Location plan of flight line 193 and the close-up in relation to the Bavarian Forest National Park. Forest classification map from land cover map. Deadwood classification map from infestation map (obtained from aerial photographs) available from the national park administration [85].
4. Discussion

This study related airborne hyperspectral data with in situ measurements of canopy chlorophyll content to compare different models in their accuracy to predict canopy chlorophyll content (CCC). The results show that forest canopy chlorophyll content can be mapped with relatively high accuracies using hyperspectral remote sensing data.

The highest retrieval accuracy was achieved with the multivariate analysis method partial least squares regression (PLSR) using five components (RMSE = 0.25 g/m², R² = 0.66). The improvement in retrieval accuracy and the precision of PLSR compared to vegetation indices and other regression methods have been observed with [26] finding PLSR improved CCC estimations from an R² of 0.68 using a narrowband vegetation index to 0.74 with PLSR [5,21,86]. Atzberger et al. [38] reported an improvement from an R² of 0.57 using principal component analysis (PCA) to 0.82 with PLSR. It is important to note that these results are from studies on grasslands or crops and thus cannot be compared to those obtained in this forest study. However, the relative accuracy improvement of PLSR over other methods is comparable. The selected number of components included in the PLSR model is also comparable to other studies which included five and six components respectively [42,86].

In addition to PLSR, the most accurate vegetation index, narrowband MERIS terrestrial chlorophyll index, as well as the most accurate two-band VI, narrowband Datt derivative index, were selected for further analysis and mapping. They yielded relatively higher RMSE and lower R² than PLSR (RMSE = 0.27 g/m², R² = 0.61, and RMSE = 0.28 g/m², R² = 0.58, respectively). All three of the selected models robustly predicted the central tendency of the in situ CCC.

The predicted versus measured values plots of PLSR and nDD (Figure 5b,c) indicated a curvilinear relationship with higher CCC values approaching an asymptote indicating that the predictions at higher CCC values are less accurate using either of these models.

The total CCCs averaged across the three forest types were 1.55 g/m², 1.64 g/m² and 1.46 g/m² for estimations with PLSR, nMTCI and nDD, respectively. Ali et al. [42] compared CCC values estimated by four models for the Bavarian Forest National Park and yielded mean CCC between 1.46–1.59 g/m² for the entire park. The total mean CCC estimated with the models in this study fall into the same range of predictions.

Further, all three selected models showed a difference in CCC between coniferous, mixed, and deciduous stands which agrees with previous research confirming that chlorophyll content tends to be higher in deciduous trees compared to conifers during summer [87]. This indicates that all three models predicted the relative distribution of CCC over the study sites, as well as the order of magnitude of absolute values, correctly.

All CCC maps indicated similar patterns in the distribution of CCC, and these patterns matched the spatial arrangement of land cover classes. The visual analysis indicated that the maps produced with PLSR were more accurate in differentiating between adjacent zones with different land cover classes (A2 & A3).

This study highlighted the importance of different spectral regions for CCC retrieval. The visible region between 390–400 nm and between 470–540 nm, the red edge region, as well as the near-infrared region between 1050–1100 nm and the shortwave infrared region between 2000–2270 nm were identified as important for estimating CCC.

The visible spectrum between 400 nm and 700 nm is understood to be linked to pigments such as chlorophyll a and b [88,89]. Furthermore, spectral bands in the blue and green regions have been linked to leaf chlorophyll content [5,26]. A multitude of studies has revealed the significance of the red edge for chlorophyll estimations at canopy [2,5,37,90–95]. VIs using wavelengths of the red edge region had higher accuracy than the traditional NDVI which is based on wavelengths at the chlorophyll absorption centre around 670 nm and the maximum reflection in the NIR plateau around 800 nm. This confirms previous findings that wavelengths in the red edge region are more sensitive to CCC than the chlorophyll absorption wavelengths [35,96–98].
The spectral area between 700 nm and 1100 nm has been associated with leaf structure [11,99,100]. The red-edge region overlaps the visible and NIR regions (680–780 nm). Therefore, the importance of the red edge spectrum identified in this study, stresses that canopy chlorophyll content is influenced by both pigment content and the internal leaf structure [60].

The shortwave infrared region (SWIR) has been shown to be one of the most important spectral areas for leaf area index (LAI) estimations [19,101,102]. Canopy chlorophyll content is defined as the product of leaf area index and leaf chlorophyll content, and most of the variation in CCC is caused by variations in LAI [26]. Therefore, the result of this study which illustrated the importance of the SWIR for CCC retrieval is reasonable considering the significance of LAI for CCC.

Ali et al. [42] correlated Sentinel-2 imagery with CCC using the same in situ measurements as presented in this study and obtained the highest coefficient of determination with PLSR (RMSE = 0.22 g/m², R² = 0.78), and a slightly lower RMSE of 0.21 g/m² (R² = 0.75) with a modified simple ratio index using bands in the NIR and red edge region. Based on the results of [42], it was expected that the present study would achieve higher retrieval accuracies due to the finer spatial and spectral resolution of the airborne hyperspectral data. Although the wavebands of Sentinel-2 have wider bandwidth compared to those from the SPECIM hyperspectral sensor, the heterogeneity within the plots, effects of reflectance from the plots’ neighbouring pixels as well as noise in the data, are averaged when using Sentinel-2 imagery. Consequently, detailed information about plot characteristics may be lost compared to using hyperspectral data. Further, the field sample set used in our study was slightly different from the ones used by [42]. As such, [42] eliminated eight field plots (out of 40) due to cloud cover in the Sentinel-2 image. These plots were not identical with our removed ten plots (out of 40) due to cloud cover and because the plots were not covered by the flight lines. Therefore, plausibly explaining a slight difference in our obtained accuracy. Additionally, the Sentinel-2 image used by [42] was acquired on July 13 while the hyperspectral image was obtained on 6 July. The field measurements were sampled during several field campaigns in July and August. Thus, the Sentinel-2 image was taken closer to the sampling of the reference in situ data than the hyperspectral image. Lindner [103] and [104] observed an increase in chlorophyll content in spruce needles during July and August. Therefore, estimated accuracies may be improved by ensuring that there is no time lag between the acquisition of images and reference in situ data.

It was surprising that the random forest algorithm achieved the lowest accuracy and had a low correlation with CCC. The random forest recursive feature elimination (RF-RFE) and variable importance methods improved model performance but were still less accurate when compared with all other tested models. When comparing random forest regression with the performance of vegetation indices, or machine learning algorithms such as artificial neural networks or support vector regression, previous studies identified the high potential of random forest for biomass and nitrogen estimations [74,75,105]. Random forest regression has also been applied to predict chlorophyll content. While some studies found that RF was superior to other models [106,107], other research reported, as here, lower accuracy [108]. Shah et al. [76] used established VIs to train the RF algorithm and determine the variable importance. In a second step, they iteratively reduced the number of predictors by eliminating less important VIs. They found that using only one-quarter of the original VIs improved the accuracy. Similarly, [79] concluded that RFE improved accuracy for datasets with highly correlated predictor variables. Darst et al. [78] on the other hand inferred that RF-RFE was not an appropriate method for data with high dimensionality as they did not find that it improved the effect of highly correlated variables.

This study supports the conclusion that feature elimination using RF-RFE or variable importance may improve model performance. However, other dimensionality reduction techniques coupled with the random forest algorithm may yield higher accuracies for canopy chlorophyll content retrieval using hyperspectral sensing data. According to [109] subsampling by the RF algorithm may result in an increased variance of the estimates when the sample size is small (though we note this is also true for VIs and PLSR). We do not consider our sample size in this study to be very small (i.e., n = 30
is considered statistically to be a reasonable compromise size [110])—especially when compared to similar studies that used the RF model. For example, ref. [75] used 28 samples with an RF model and EO-1 Hyperion hyperspectral data to estimate sugarcane leaf nitrogen concentration. Tan et al. [111] used 30 samples to estimate heavy metal concentration in agricultural soils using RF and hyperspectral data. In another study, ref. [112] used only 14 samples in an RF model to estimate forest biomass using RISAT-1 PolSAR and Terrestrial LiDAR Data.

Early detection of stress or disturbances is often necessary for successful management interventions. This may be difficult to achieve due to the temporal aspects of the disturbance as well as the revisiting frequencies of remote sensing platforms.

Various stressors and disturbances, such as drought, insects, herbivores, pollution, or snow breakage, have a direct effect on chlorophyll content. Here we take the example of bark beetles to illustrate the potential practical constraints of canopy chlorophyll content as a metric for forest ecosystem functioning. Bark beetle development occurs under the bark of the host tree and takes less than two months in the case of the European spruce bark beetle [113]. In order to be pragmatic and useful for land managers, the detection of bark beetle infestation must occur in a timely manner that allows for affected trees to be identified and removed before the next generation of beetles leave their host trees and swarm to surrounding areas [113,114]. Early detection is impeded by infested trees not showing visual symptoms and biophysical and biochemical changes being subtle [115,116]. Consequently, there is a very limited time to detect changes in canopy chlorophyll content and identify infestation hot spots using remote sensing technologies.

Furthermore, the biochemical response in vegetation to stress is similar irrespective of the factors leading to the stress, and it is difficult to separate the causes for alterations in chlorophyll content [117,118]. Therefore, certain stress or disturbance factor can only be deduced and confirmed based on prior knowledge about the site including baseline conditions regarding leaf properties along with natural variability, potential stressors, and their ecological/climatic niches.

5. Conclusions

The study accurately estimated canopy chlorophyll content using airborne hyperspectral imagery and mapped canopy chlorophyll content for transects of the Bavarian Forest National Park in Germany. Therefore, the study has demonstrated that forest canopy chlorophyll content can be mapped, which is important for forest ecosystem monitoring and management.

The retrieval accuracy may be improved in future studies by ensuring that image acquisition and field data sampling temporarily coincide to prevent a time lag between the corresponding data. Further, the ability of new sensors such as the spaceborne hyperspectral sensors EnMAP or HYPXIM, or the high-resolution lidar instrument JEDI, as well as the integration of active and passive remote sensors may enhance the retrieval accuracy of canopy chlorophyll content and allow for the timely detection of forest ecosystem stressors and disturbances.
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Appendix A

Figure A1. (a) Flight line 193: Forest classification map, (b) Flight line 193: Deadwood classification map, (c) Flight line 143: Forest classification map (d) Flight line 143: Deadwood classification map, (e) Location plan of flight line 193 and 143 in relation to the Bavarian Forest National Park. Forest classification map from landcover map available from the national park administration. Deadwood classification map from infestation map (obtained from aerial photographs) available from the national park administration.
Figure A2. Flight line 193 mapped CCC (a) using nMTCI with wavelength 1 = 1819.52 nm, wavelength 2 = 1996.52 nm and wavelength 3 = 390.07 nm, (b) using nDD with wavelength 1 = 528.83 nm and wavelength 3 = 735.02 nm, and (c) using PLSR.

Figure A3. Flight line 149 mapped CCC (a) using nMTCI with wavelength 1 = 1819.52 nm, wavelength 2 = 1996.52 nm and wavelength 3 = 390.07 nm, (b) using nDD with wavelength 1 = 528.83 nm and wavelength 3 = 735.02 nm, and (c) using PLSR.
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