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ABSTRACT:
Spatial perception is an important part of a listener’s experience and ability to function in everyday environments. However, the current understanding of how well listeners can locate sounds is based on measurements made using relatively simple stimuli and tasks. Here the authors investigated sound localization in a complex and realistic environment for listeners with normal and impaired hearing. A reverberant room containing a background of multiple talkers was simulated and presented to listeners in a loudspeaker-based virtual sound environment. The target was a short speech stimulus presented at various azimuths and distances relative to the listener. To ensure that the target stimulus was detectable to the listeners with hearing loss, masked thresholds were first measured on an individual basis and used to set the target level. Despite this compensation, listeners with hearing loss were less accurate at locating the target, showing increased front–back confusion rates and higher root-mean-square errors. Poorer localization was associated with poorer masked thresholds and with more severe low-frequency hearing loss. Localization accuracy in the multitalker background was lower than in quiet and also declined for more distant targets. However, individual accuracy in noise and quiet was strongly correlated.
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I. INTRODUCTION

This study is part of a larger body of work aimed at developing laboratory-based hearing tests that better assess real-life hearing performance in listeners with hearing impairment (HI). The primary motivations are to understand why this population experiences such extreme difficulties in noisy listening situations relative to listeners with normal hearing (NH) as well as to enable more accurate and relevant measures of hearing-aid performance than are currently possible. Though real-world performance has typically been studied using questionnaires or field trials, laboratory tests offer a degree of control that is not possible with these other approaches. Our efforts in this area have focused on the perception of speech in multitalker environments, including measures of detection (Weller et al., 2016b), intelligibility (Best et al., 2015), and localization (Weller et al., 2016a).

In the current study, we revisited sound localization in realistic environments. Although spatial hearing has been identified as a problem for listeners with hearing loss in their daily lives (e.g., Noble et al., 1995; Gatehouse and Noble, 2004) and might be a particular issue for hearing-aid wearers (e.g., Byrne and Noble, 1998; Keidser et al., 2006; Van den Bogaert et al., 2006; Best et al., 2010; Mueller et al., 2012; Cubick et al., 2018), there have been very few attempts to assess spatial hearing under realistic conditions in the laboratory. Brungart and colleagues (Brungart et al., 2014) described an innovative task in which listeners were asked to identify and localize non-speech environmental sounds that were added or removed from a complex scene. Using this task, they found differences across listeners and conditions that were not always predictable from a more traditional localization task. In the context of multitalker speech mixtures, Weller et al. (2016a) proposed a new paradigm in which listeners were asked to estimate the location of two to six competing talkers in a simulated cafeteria environment. The results indicated that HI listeners were poorer than NH listeners both at estimating the number of talkers present and at localizing them in azimuth and in distance. However, the interpretation of the localization results was complicated by the fact that multiple responses were given and had to be mapped to the presented talkers. The resultant mapping was only an estimate and, as it was based on error minimization, it may have led to an underestimate of the errors in some cases. In the present study, we used a similarly complex multitalker environment, but combined it with a more traditional single-response localization task. Specifically, we examined the localization of a target word presented amidst competing talkers in a simulated cafeteria. Our experimental design was focused on localization accuracy in the horizontal dimension, but included targets at different distances from the listener.

Based on previous research using simpler stimuli, we expected to find effects of background noise and of the
distance between the target and the listener. Localization performance in NH listeners is very good in quiet but declines in the presence of noise or competing talkers (Lorenzi et al., 1999b; Drullman and Bronkhorst, 2000; Kopčo et al., 2010) and with increasing distance/reverberation (Rychtaríková et al., 2009; Ihlefeld and Shinn-Cunningham, 2011). Moreover, localization in rooms is thought to be aided by the precedence effect (e.g., Litovsky et al., 1999), which is weakened in background noise (Chiang and Freyman, 1998; Freyman et al., 2014), and thus it is possible that reverberation effects would be exacerbated in noise.

We also predicted a detrimental effect of hearing loss on localization in this experiment. While there are many HI listeners for whom horizontal localization in quiet is in the normal range (e.g., Best et al., 2010; Best et al., 2011), accuracy appears to suffer when losses are asymmetric or unilateral and when the loss in the low to mid frequencies is very severe (e.g., Noble et al., 1994; Brungart et al., 2017). Only a few studies have examined localization in noise in HI listeners, and they reported a larger effect of noise than in NH listeners (Lorenzi et al., 1999a; Best et al., 2011). There are also very few studies examining effects of reverberation on localization accuracy in HI listeners. However, based on a study showing that the precedence effect is weakened in some HI listeners (Akeroyd and Guy, 2011), we expected that the reverberation in our environment might pose a particular problem for some listeners, especially for increasingly distant targets.

One particular challenge with measuring localization in the presence of noise and distractors is that the detectability of the target must be considered. In the study by Lorenzi et al. (1999b), who reported a decline in localization accuracy with signal-to-noise ratio (SNR), a decline in target detection was also reported. This leaves open the possibility that random responses to undetected targets may have corrupted the localization data. Two solutions to this problem have been considered. First, the localization task can incorporate a detection task, such that listeners only give a response if they detect the target (Kopčo et al., 2010; Best et al., 2011). Alternatively, the target and background levels can be carefully set to ensure that targets will be detectable for all of the target locations that will be included in the localization study. The feasibility of this approach was examined by Weller et al. (2016b), who measured masked detection thresholds for a target in a simulated cafeteria for a large range of target locations and listeners. Based on those data, a model for target detectability was derived with the idea that it could be used to set target levels for a localization experiment. In the current study, directly following up on this idea, we took into account masked thresholds for the target stimulus in the cafeteria environment, on an individual basis, when setting levels for the localization experiment.

II. METHODS

A. Participants

Eight listeners with normal hearing and 15 listeners with bilateral sensorineural hearing loss participated in the study. The NH listeners were screened to ensure that they had audiometric thresholds below 20 dB hearing level (HL) at standard audiometric frequencies. The HI listeners had symmetric losses, with no more than one threshold between 250 and 6000 Hz showing a difference between ears of more than 10 dB HL. The four-frequency (500, 1000, 2000, and 4000 Hz) average hearing loss (4FAHL) of the HI listeners ranged between 26.9 and 64.4 dB HL (mean 48.7), and the audiograms are shown in Fig. 1. The subjects with significant low-frequency hearing loss (LFHL, i.e., with average audiometric thresholds at 250, 500, and 1000 Hz of more than 40 dB HL) are shown in the right figure panel (N = 4), and the remaining subjects in the left figure panel (N = 11). The age range for the NH group was 27–39 yr (mean 31.3) and for the HI group was 54–91 yr (mean 73.7). Age and hearing loss were only weakly correlated in the HI participants (4FAHL: r = 0.46, p = 0.08; LFHL: r = 0.58, p = 0.02). All participants were paid a small gratuity for their participation. The treatment of participants was approved by the Australian Hearing Ethics Committee and conformed in all respects to the Australian government’s National Statement on Ethical Conduct in Human Research.

B. Stimuli

The cafeteria environment shown in Fig. 2 was simulated in ODEON software (Odeon A/S, Lyngby, Denmark) and played back to a listener via a spherical array of 41 loudspeakers inside an anechoic chamber using the LoRA toolbox (Favrot and Buchholz, 2010). The environment was similar to the one used in previous studies (Best et al., 2015; Weller et al., 2016a; Weller et al., 2016b), and included a kitchen area at one end of the room, and tables and padded chairs in the main area. The floor was simulated as 6-mm pile carpet on closed-cell foam and the ceiling as 25 mm of mineral wool suspended by 200 mm from a concrete ceiling. The walls were either built of brick or thick plasterboard, and contained large single-layer glass windows between exposed concrete beams. The dimensions of the cafeteria were 8 m × 15 m × 2.8 m (width × length × height) and the reverberation time (T60) was approximately 0.5 s for a sound source with the directivity of a human talker.

![FIG. 1. Audiograms for the HI listeners, averaged over left and right ears. The left panel shows audiograms for the eleven subjects with a LFHL below 40 dB; the right panel highlights the four subjects with a more severe LFHL.](https://doi.org/10.1121/10.0000844)
The background was identical to that used in Best et al. (2015) and Weller et al. (2016b). It consisted of seven pairs of talkers (mixture of male and female) engaged in scripted conversations on everyday topics. The 14 talkers were situated in different places within the simulated room with various distances and facing angles relative to the listener. The conversations were summed such that there were generally seven concurrent voices at any moment in time. The background was presented continuously throughout a block by looping segments of approximately 5 min at a fixed level of 65 dB sound pressure level (SPL) (measured in the center of the array). The direct-to-reverberant energy ratio (DRR) for the distractors measured with an omni-directional microphone at the listener’s location ranged from \( /C0^{-15.1 \text{ to } 0.9 \text{ dB}} \) with a mean value of \( /C0^{-7.2 \text{ dB}} \).

The long-term spectrum level of the combined distractor measured with a Bruel&Kjaer (Skodsborgvej 307, 2850 Naerum, Denmark) type 4128 C Head and Torso Simulator (HATS), evaluated within critical bands (Patterson et al., 1988), and averaged across ears, is shown in Fig. 3 (dashed lines). To simplify comparisons with the individual audiograms shown in Fig. 1, the spectrum levels were plotted relative to normal-hearing pure-tone thresholds (or audiometric “standard reference zero”) using Table I of ISO-389 (1997).

The target was the word “two” spoken by a female talker (as per Weller et al., 2016b), and was also simulated to be in the room, at different distances and azimuthal angles relative to the listening position (see below). The duration of the original target word was 0.59 s (1.62 s with reverberation). The average DRR calculated from the room impulse responses for the target source at 1, 2, and 4 m (averaged across azimuths) was \( 9.2 \pm 0.9 \text{ dB}, 1.4 \pm 2.9 \text{ dB}, \) and \( -3.8 \pm 1.4 \text{ dB} \), respectively. The corresponding speech-weighted DRRs at the ears of the HATS inside the anechoic playback room were \( 0.4 \pm 1.0 \text{ dB}, -5.7 \pm 2.5 \text{ dB}, \) and \( -10.3 \pm 1.6 \text{ dB} \) at the worse ear and \( 4.6 \pm 1.4 \text{ dB}, -1.7 \pm 2.8 \text{ dB}, \) and \( -6.7 \pm 1.4 \text{ dB} \) at the better ear, respectively.

### C. Procedures

The experiment was broken into two parts. In the first part, a masked detection threshold was measured for the target word at a single location in the simulated cafeteria. This threshold was then used to set the target level (and hence the SNR) for the second part of the experiment, in which localization accuracy was measured. Listeners were tested over one to two appointments of 2–2.5 h each.

For both parts of the experiment, listeners were seated on a chair with their head at the center of the loudspeaker array. They were instructed to keep their head oriented towards the front during stimulus presentation. Responses were given via a graphical user interface (GUI) presented on the touchscreen of an iPad, which was connected to the test computer via WiFi using the xDisplay software.

#### 1. Masked thresholds

Masked thresholds were measured for the target word positioned at 0° azimuth and 2 m distance using the procedure described in Weller et al. (2016b). Briefly, an adaptive one-up, two-down staircase procedure estimated the 70.7%-correct point on the psychometric function (Levitt, 1971). The starting SNR was \(+5 \text{ dB} \) and the initial step size was 8 dB, decreasing to 4 and 2 dB at the second and forth
reversals. The track was terminated after 12 reversals, and the masked threshold was determined as the mean value of the SNR at the last eight reversals.

The task was a three-alternative forced choice. On each trial, three intervals were defined, one of which contained the target in addition to the continuous masker. The active interval was indicated to the subjects by a color change of three buttons on the GUI. After all three intervals had passed the subjects selected the interval in which they had detected the target stimulus by pressing the corresponding button. Feedback was provided after every trial by displaying a green “correct” or a red “false” message on the GUI. Two masked thresholds were measured per subject and averaged.

2. Localization experiment

Localization was measured for 16 target azimuths in the horizontal plane (evenly spaced by 22.5°) at a distance of 1 or 2 m, as well as for nine target azimuths at a distance of 4 m (the left hemifield only; see Fig. 2). This resulted in 41 possible target locations. Each location was tested five times in blocks of 41 trials, and the order of trials was randomized within each block and for each listener.

For both NH and HI listeners, localization was examined in quiet using a fixed target level of 65 dB SPL. This level was chosen to be ecologically relevant, representing a talker with a normal-to-raised vocal effort level for the target stimuli measured with the HATS at the listener’s location, is shown in Fig. 3 relative to normal-hearing pure-tone thresh-

olds. To focus on the most relevant part of the target speech, the levels were only calculated over the first 0.59 s of the reverberant target (i.e., the duration of the anechoic target).

Localization was also tested in the cafeteria noise at a pre-determined SNR. For NH listeners, this SNR was fixed at +1 dB (which was about 10 dB above masked threshold, see below). For HI listeners, the SNR was individually set to be 10 dB above their masked threshold. This approach was taken to roughly match the sensation levels experienced by the two groups in the noise condition. Note that, with respect to the spectra shown in Fig. 3, this individualization in the SNR amounts to a vertical shift in the target curve.

Responses were given by placing a marker on a circle representing the azimuthal plane (regardless of the presented distance). For guidance, the circle had tick marks every 11.25° and written labels every 45°. Every second tick coincided with the horizontal loudspeakers of the three dimensional (3D) playback array, which were visible to the subjects.

Localization performance for each listener was summarized by calculating the root-mean-square (RMS) error as well as the number of confusions between the front and back/rear hemisphere. The RMS error was calculated according to

\[ E_{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\arcsin(\sin(\phi_{Ref,i})) - \arcsin(\sin(\phi_i)))^2}. \]

With N the number of considered target locations, \(\phi_{Ref,i}\) the physical azimuth angle of the target source with index i in radians, and \(\phi_i\) the corresponding responded azimuth angle. Within the RMS error the front and rear hemisphere are basically folded onto each other to solely evaluate the lateral angular error. To evaluate the number of confusions between the front and rear hemisphere, front–back and back–front confusions were evaluated for all target sources except for physical azimuth angles of 67.5° ≤ \(\phi_{Ref,i}\) ≤ 112.5° and −112.5° ≤ \(\phi_{Ref,i}\) ≤ −67.5° (i.e., omitting the physical target sources at +90° and −90°).

III. RESULTS

A. Masked thresholds

Masked thresholds for the NH listeners were relatively uniform, ranging from −9.5 to −6.4 dB. The average threshold was −8.7 dB (similar to that measured for a different cohort of listeners under similar conditions in Weller et al., 2016b). Masked thresholds varied more widely across HI listeners, ranging from −8.0 to +5.8 dB, with an average of −3.2 dB. The masked thresholds of the HI listeners were correlated with their LFHL (r = 0.73, p = 0.002). As shown in Fig. 4, it appears that LFHL had only a small effect on the masked threshold up to about 40 dB (open symbols; note that the subject with the lowest LFHL is an exception), but above 40 dB the effect increased rather drastically (filled symbols). The masked thresholds were only weakly correlated with the 4FAHL (r = 0.5, p = 0.06) and were uncorrelated with the high-frequency hearing loss averaged over audiometric thresholds at 2000, 3000, and 4000 Hz (r = 0.23, p = 0.42). This highlights the particular impact of the hearing loss at low frequencies on the masked thresholds.

![FIG. 4. Masked thresholds as a function of LFHL for each of the 15 HI listeners. Filled symbols indicate those four listeners with LFHL of 40 dB or greater. The mean threshold (and standard deviation) for the NH group is shown on the far left.](https://doi.org/10.1121/10.0000844)
B. Localization experiment

1. Front–back confusions

Figure 5 shows the average number of front–back and back–front confusions (as a percentage of total trials) for the NH group (left panel) and the HI group (right panel). The different clusters of bars correspond to quiet and noise condition as labelled, and the three bars in each cluster show data for the three distances. Each bar presents the total number of confusions, broken down into front–back (dark gray) and back–front confusions (light gray). Confusions were present for both groups in all conditions. The lowest confusion rate was for NH listeners in quiet (around 3% of trials) but this rate increased in background noise. In noise, confusion rates were similar for the two closest distances but there was a marked increase in confusions for sources at 4 m. The highest confusion rate in the NH group was around 25%. A linear mixed-effects model with subjects as random intercepts revealed a significant main effect of distance \( F(2,35) = 9.8, p < 0.001 \) and noise \( F(1,35) = 88.1, p < 0.001 \) as well as a significant interaction \( F(2,35) = 15.7, p < 0.001 \). HI listeners showed a large number of confusions (>35%) with only slight variations across conditions. Only the effect of noise was significant \( F(1,72) = 11.4, p = 0.001 \). Two-sample t-tests revealed that the number of confusions was significantly larger in the HI group than for the NH group for all conditions \( (p < 0.05) \).

2. Horizontal localization accuracy

Figure 6 shows the average horizontal RMS error in degrees for the NH group (left panel) and the HI group (right panel) following the layout used in Fig. 5. The general pattern of the data was similar to that of the confusion data. Errors were lowest for the NH group listening in quiet (around 10°) and increased in background noise. In noise, there was a systematic effect of distance, with errors increasing with increasing distance. This was not the case in quiet. A linear mixed-effects model with subjects as random intercepts revealed significant main effects of distance \( F(2,35) = 16.1, p < 0.001 \) and noise \( F(1,35) = 66.5, p < 0.001 \) as well as a significant interaction \( F(2,35) = 29.7, p < 0.001 \). Multivariate t adjusted pair-wise comparisons showed that the RMS error in noise at a distance of 4 m was significantly different from all the other conditions \( (p < 0.001) \), but no significant differences were observed between any of the other conditions. The mean RMS error for HI listeners showed a similar pattern as for the NH listeners, with significant main effects of distance \( F(2,70) = 18.3, p < 0.001 \) and noise \( F(1,70) = 32.9, p < 0.001 \) as well as a significant interaction \( F(2,70) = 6.4, p = 0.003 \). Again, pair-wise comparisons revealed that the only difference came from the RMS error in noise at a distance of 4 m. Two-sample t-tests revealed significantly higher RMS errors for the HI listeners than for the NH listeners in all conditions \( (p < 0.001) \).

A separate analysis of the RMS error for target sources in the front and back revealed an average RMS error that for the NH subjects was consistently larger (by about 8°) in the back \( (p < 0.05; \text{paired t-test}) \), except for the target in noise condition at 4 m where no difference was observed. For HI subjects, this difference was about 2°–3° for all conditions but only significant \( (p < 0.05; \text{paired t-test}) \) for two out of the six conditions.

A closer inspection of the individual data revealed a subgroup of four HI listeners who showed particularly large RMS errors in quiet \( (>30°) \) (see Fig. 7, subjects 12–15). Even though these errors are still below guessing performance with an RMS error of 74°, subjects 12 and 13 seem to mainly distinguish between sources from left and right. These four subjects had the highest masked thresholds of the group of 15 (see Fig. 4), with thresholds ranging from \(-1\) to \(+6\) dB. These subjects also had the most severe LFHL (see Figs. 1 and 4). More broadly, across all 15 HI listeners, RMS errors in quiet were significantly correlated with masked thresholds \( (r = 0.60, p = 0.02) \) and LFHL \( (r = 0.72, p = 0.003) \). In noise, these correlations with masked thresholds \( (r = 0.20, p = 0.49) \) and with LFHL \( (r = 0.48, p = 0.07) \) were reduced. This was most likely due to the individual SNR adjustment that was applied in the localization task in noise, which was based on individual masked thresholds and effectively tested subjects with reduced LFHL (and poorer masked thresholds) at higher SNRs. However, the RMS errors in quiet and noise were strongly correlated \( (r = 0.84, p < 0.001) \).

To further understand the effect of noise on the horizontal RMS error, Fig. 8 shows the individual RMS errors in noise versus quiet separately for the three distances. The correlation between the RMS error in noise and quiet was
always highly significant \((p < 0.001)\), but decreased slightly with increasing distance from \(r = 0.92\) at 1 m to \(r = 0.80\) at 4 m. At the same time, the slope of the regression line fitted to the data decreased. This reflects the fact that there was a detrimental effect of the noise on the RMS error that increased with increasing distance more for the better performing subjects than for the poorer performing subjects. This effect explains why the RMS error in noise is less correlated with LFHL than in quiet, and again may relate to the different SNRs provided to each listener.

**IV. DISCUSSION**

**A. Ensuring detectability when measuring sound localization**

An important element of this experiment was the measurement of masked thresholds prior to measuring localization in noise. Given the wide variation in thresholds (especially in the HI group) this was critical for being able to ensure that the target stimuli were detectable, and thus that the localization data were not contaminated by random responses. One potential issue with our approach is that thresholds were only measured at a single reference position \((0^\circ, 2\text{ m})\). However, our previous data in NH listeners (Weller et al., 2016b) showed that thresholds for other azimuths and distances increased by no more than 5 dB (this maximum value was reached for a location directly behind the listener at a distance of 4 m). Thus, we can be confident that the SNR delivered to the NH group (corresponding to a sensation level of 10 dB) was sufficient to ensure that all targets were detectable. While we do not have equivalent detection data for HI listeners, if we assume that thresholds would show similar variations as a function of distance and location, it follows that at 10 dB sensation level all targets would show similar variations as a function of distance and location, it follows that at 10 dB sensation level all targets...
should have been detectable. Informal reports from the listeners after localization testing suggested that this was the case.

**B. Localization performance in NH listeners**

The localization results obtained here in NH listeners agree broadly with data from previous studies that examined speech localization, giving some validity to our general approach. For example, Best et al. (2010) used nospointing to measure the localization of single words presented in an anechoic room for locations on a sphere surrounding the listener. In that study, mean lateral angle errors (equivalent to our RMS errors) were 8°, and mean front–back confusion rates were 5%. In a different study, Best et al. (2011) measured the localization of a target word that was presented alone or with four simultaneous distractor words in a quiet room. Although their range of locations was restricted to the front horizontal plane at a fixed distance, they reported RMS errors of 6.9° in quiet, which increased to 12.3° with the distractors. In the simulated cafeteria, NH listeners achieved average RMS errors of 2°. This value increased to 10.6° when there were six concurrent talkers that had to be localized. Errors on this task were likely tempered by the fact that the target stimuli were ongoing monologues which participants could listen to for up to 45s while being free to turn their head. Mueller et al. (2012) presented NH listeners with a target sound that was embedded in a spatially diffuse background relevant for the target sound (e.g., a voice in a cafeteria, a bird in a forest) at an SNR of 3 dB. Across four such environments they reported mean RMS errors of around 10° and front–back confusion rates of around 9%.

Few studies have measured horizontal localization systematically at different distances. One that we are aware of found an increase in RMS error as distance from the listener increased in the near-field (from 15 to 170 cm; Ihlefeld and Shinn-Cunningham, 2011). Interestingly, for the more distant ranges tested in this study, our NH listeners did not show an effect of distance in quiet, although there was an effect in noise. We suppose that this effect is related to the fact that the precedence effect, which is thought to support localization in reverberation, is disturbed in noise (Chiang and Freyman, 1998; Freyman et al., 2014). The effect of distance in noise may also have been exacerbated by changes in the degree of target detectability with distance (Weller et al., 2016b) even though all targets were above detection thresholds.

**C. Localization performance in HI listeners**

Localization accuracy was poorer overall in HI listeners than in NH listeners, and showed large individual differences. In quiet, front–back confusion rates were around 35% on average, which is somewhat higher than reported by Best et al. (2010) for speech presented under anechoic conditions (26%). RMS errors were also higher here than in that study (25° vs 14°) and much higher than in Weller et al. (2016a) for a single ongoing talker in a cafeteria setting (9°). One of our hypotheses, based on reports that the localization dominance is weaker in listeners with HI (Akeroyd and Guy, 2011) was that there would be a stronger effect of distance in the HI group. Contrary to this hypothesis, we observed similar trends for both groups, where there was an effect of distance in noise but not in quiet.

There was some evidence in our data that localization accuracy in quiet was related to low-frequency hearing thresholds, which is consistent with previous reports (e.g., Noble et al., 1994; Brungart et al., 2017). This relationship persisted, although was weaker, in the presence of noise. This result suggests that low-frequency hearing loss may disrupt the neural coding of interaural time differences, a low-frequency localization cue that is thought to be the primary cue for horizontal localization. Other studies that have directly measured sensitivity to this cue have shown effects of hearing loss, although the correlation with audiometric thresholds is generally not strong (e.g., Best and Swaminathan, 2019).

Another possibility is that differences in the audibility of the target stimulus contributed to differences in localization accuracy in this experiment. This possibility was perhaps greatest in the quiet condition, where the same target level was used for all listeners, and can be appreciated by comparing the critical band levels (in dBHL) of the target shown in Fig. 3 to the individual pure-tone audiograms (Fig. 1). Even though this comparison should be handled with care, it is clear that the subjects with a low-frequency HL of more than 40 dBHL could not hear a substantial portion of the target (and its associated spatial cues) at low frequencies. In contrast, low-frequency target audibility was not a major issue for the other subjects with more common sloping or high-frequency hearing losses. In noise, where masked detection is more of an issue than absolute detection, the use of an individualized SNR minimized but did not eliminate effects of audibility. This issue was also raised by Best et al. (2011), who checked for detectability of targets on a trial-by-trial basis. It is certainly possible that even if a portion of the target stimulus was detectable, other portions of the target that are potentially useful for localization may have been below threshold. In addition to audibility, it is also possible that the reduced spectral and temporal resolution commonly associated with hearing loss (Moore, 2007) may have further reduced access to portions of the target (and its associated spatial cues) in the fluctuating multitalker background. We note that this general issue of reduced audibility of spatial cues may generalize to real-world listening situations too, and could explain why HI listeners sometimes have trouble locating sounds that they can “hear.”

**D. Applications of this approach**

The primary goal of the current study, and its novel contribution, was to measure sound localization in a highly realistic environment containing competing talkers and reverberation. One interesting and surprising finding was...
that there were strong correlations between the data collected in the presence of the competing talkers and the data collected in quiet. This suggests that relevant information about a listener’s real-world spatial abilities may be gleaned from a relatively simple experimental setup in which the listener locates a talker at different distances in a quiet but reverberant room. On the other hand, some features of the data (e.g., effects of distance) were only revealed in the presence of noise.

The fact that the data were obtained using a rather conventional single-source identification task was useful in that comparisons could be drawn to previous studies using simpler stimuli (see above). However, it can also be argued that this simple task is very limited in representing the way in which listeners use spatial hearing in their daily lives where sound localization is part of a much broader task of maintaining awareness of multiple sounds and navigating within the environment. Thus an approach like ours should be viewed as a complement to other approaches that measure spatial perception in realistic environments using different approaches. One of our own approaches, mentioned above, measures localization for multiple talkers simultaneously (Weller et al., 2016a). In another example, recent work by Paluch and colleagues (Paluch et al., 2015; Paluch et al., 2017; Paluch et al., 2018) analyses the communication behavior of listeners in simulated environments to uncover challenges related to spatial awareness. Together, these studies are providing convergent evidence that hearing loss is associated with disturbances to spatial perception in real-world environments. They also offer a means for measuring ecologically relevant changes in spatial perception with the provision of hearing aids or other assistive devices.
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